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DIVISORS ONMg,g+1 AND THE MINIMAL RESOLUTION
CONJECTURE FOR POINTS ON CANONICAL CURVES

BY GAVRIL FARKAS, MIRCEA MUSTAŢǍ AND MIHNEA POPA

ABSTRACT. – We use geometrically defined divisors on moduli spaces of pointed curves to comp
graded Betti numbers of general sets of points on any nonhyperelliptic canonically embedded cur
gives a positive answer to the Minimal Resolution Conjecture in the case of canonical curves. But w
that the conjecture fails on curves of large degree. These results are related to the existence of thet
associated to certain stable vector bundles.

 2003 Éditions scientifiques et médicales Elsevier SAS

RÉSUMÉ. – Nous utilisons des diviseurs définis pour des conditions géométriques sur des esp
modules de courbes stables à points marqués pour calculer les nombres de Betti des ensembles
de points sur une courbe non hyperelliptique arbitraire, canoniquement plongée. Cela donne une
affirmative à la conjecture de résolution minimale dans le cas des courbes canoniques. Par ailleu
prouvons que la conjecture est fausse pour les courbes de grand degré. Ces résultats sont liés à l
des diviseurs thêta associés à certains fibrés vectoriels stables.

 2003 Éditions scientifiques et médicales Elsevier SAS

Introduction

The Minimal Resolution Conjecture for points in projective space has attracted consid
attention in recent years, starting with the original [24,25] and continuing most notably wit
4,30,20,8,9]. The purpose of this paper is to explain how a completely analogous problem
formulated for sets of points on arbitrary varieties embedded in projective space, and the
in detail the case of curves. Similarly to the well-known analysis of syzygies of curves c
out by Green and Lazarsfeld [14–16], we divide our work into a study of resolutions of p
on canonical curves and on curves of large degree. The central result of the paper sta
the Minimal Resolution Conjecture is true on any canonical curve. In contrast, it always
for curves embedded with large degree, although a weaker result, called the Ideal Gen
Conjecture, holds also in this case. These results turn out to have surprisingly deep conn
with the geometry of difference varieties in Jacobians, special divisors on moduli spaces of
with marked points, and moduli spaces of stable bundles.

LetX be a projective variety over an algebraically closed field, embedded by a (not nece
complete) linear series. We begin by formulating a general version of the Minimal Reso
Conjecture (MRC), in analogy with the case ofPn, predicting how the Betti numbers of a gene
subset of points ofX in the given embedding are related to the Betti numbers ofX itself. More
precisely (cf. Theorem 1.2 below), for a large enough general set of pointsΓ on X , the Betti
diagram consisting of the graded Betti numbersbi,j(Γ) is obtained from the Betti diagram ofX
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554 G. FARKAS, M. MUSTAŢǍ AND M. POPA

by adding two more nontrivial rows, at places well determined by the length ofΓ. Recalling that
the Betti diagram has the Betti numberbi,j in the (j, i)th position, and assuming that the two
extra rows are indexed byi= r− 1 andi= r, for some integerr, the MRC predicts that
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bi+1,r−1(Γ) · bi,r(Γ) = 0,

i.e. at least one of the two Betti numbers on any “diagonal” is zero. As the differ
bi+1,r−1 − bi,r can be computed exactly, this implies a precise knowledge of the Betti num
in these two rows. Summing up, knowing the Betti diagram ofΓ would be the same as knowin
the Betti diagram ofX . A subtle question is however to understand how the shape of the
diagram ofX influences whether MRC is satisfied for points onX . An example illustrating this
is given at the end of Section 1.

The Minimal Resolution Conjecture has been extensively studied in the caseX = Pn. The
conjecture holds forn � 4 by results of Gaeta, Ballico and Geramita, and Walter (see [12
and [30], respectively). Moreover, Hirschowitz and Simpson proved in [20] that it holds
number of points is large enough with respect ton. However, the conjecture does not hold
general: it fails for everyn � 6, n �= 9 for almost

√
n/2 values of the number of points, by

result of Eisenbud, Popescu, Schreyer and Walter (see [9]). We refer to [8] and [9] for
introduction and an account of the present status of the problem in this case.

The main body of the paper is dedicated to a detailed study of MRC in the case of c
We will simply say that a curvesatisfies MRCin a given embedding if MRC is satisfied by
general set of pointsΓ of any sufficiently large degree (for the precise numerical statemen
Section 1). We will also sometimes say that MRC holds for a line bundleL if it holds for C in
the embedding given byL. Our main result says that MRC holds in the most significant c
namely the case of canonically embedded nonhyperelliptic curves.

THEOREM. – If C is a canonical curve, thenC satisfies MRC.

In contrast, under very mild assumptions on the genus, the MRC always fails in the c
curves of large degree, at well-determined spots in the Betti diagram (cf. Section 2 for p
details). The statementb2,r−1 · b1,r = 0, i.e. the casei= 1, does hold though; this is precisely t
Ideal Generation Conjecture, saying that the minimal number of generators ofIΓ/IX is as small
as possible.

THEOREM. – (a)If L is a very ample line bundle of degreed� 2g, thenIGC holds forL.
(b) If g � 4 andL is a line bundle of degreed� 2g + 16, then there exists a value ofγ such

thatC ⊆PH0(L) does not satisfy MRC fori= � g+1
2 �. The same holds ifg � 15 andd� 2g+5.

It is interesting to note that by the “periodicity” property of Betti diagrams of general p
on curves (see [26, §2]), the theorem above implies that on curves of high degree, MRC f
sets of points of arbitrarily large length. This provides a very different picture from the ca
projective space (cf. [20]), where asymptotically the situation is as nice as possible.

We explain the strategy involved in the proof of these results in some detail, as it a
to some new geometric techniques in the study of syzygy related questions. For simplic
assume here thatC is a smooth curve embedded in projective space by means of a com
linear series corresponding to a very ample line bundleL (but see Section 2 for more gene
statements). A well-known geometric approach, developed by Green and Lazarsfeld in th
of syzygies of curves (see [21] for a survey), is to find vector bundle statements equiva
the algebraic ones, via Koszul cohomology. This program can be carried out completely
case of MRC, and for curves we get a particularly clean statement. Assume thatML is the kernel
of the evaluation mapH0(L)⊗OC → L andQL :=M∗

L. Then (cf. Corollary 1.8 below) MRC
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THE MINIMAL RESOLUTION CONJECTURE 555

holds for a collection ofγ � g general points onC if and only if the following is true:

h0
(∧i

M ⊗ ξ
)
= 0, for all i andξ ∈ Picg−1+� di

n �(C) general.(∗)
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Condition(∗) above is essentially the condition studied by Raynaud [29], related to the exis
of theta divisors for semistable vector bundles. In the particular situation of

∧i
ML, with L a line

bundle of large degree, it has been considered in [28] in order to produce base points
determinant linear series on the moduli spacesSUC(r) of semistable bundles of rankr and
trivial determinant. A similar approach shows here the failure of condition(∗) (and so of MRC)
for i= [ g+1

2 ]. On the other hand, the fact that IGC holds is a rather elementary application
Base Point Free Pencil Trick [3, III §3].

The case of canonical curves is substantially more involved, but in the end one is rew
with a positive answer. As above, it turns out that MRC is equivalent to the vanishing:

h0
(∧i

Q⊗ ξ
)
= 0, for all i andξ ∈Picg−2i−1(C) general,

whereQ is the dual of the bundleM defined by the evaluation sequence:

0→M →H0(ωC)⊗OC → ωC→ 0.

As the slope of
∧i

Q is 2i ∈ Z, this is in turn equivalent to the fact that
∧i

Q has a theta diviso
Θ∧i

Q
∈ Picg−2i−1(C). On a fixed curve, if indeed a divisor,Θ∧i

Q
will be identified as being

precisely the difference varietyCg−i−1−Ci ⊆Picg−2i−1(C) (cf. [3, Ch.V.D]), whereCn is the
nth symmetric product ofC. This is achieved via a filtration argument and a cohomology c
calculation similar to the classical Poincaré theorem (cf. Proposition 3.6). A priori though,
arbitrary curve the nonvanishing locus{ξ | h0(

∧i
Q⊗ ξ) �= 0}may be the wholePicg−2i−1(C),

in which case this identification is meaningless. We overcome this problem by working
all curves at once, that is by setting up a similar universal construction on the moduli sp
curves with marked pointsMg,g+1. Here we slightly oversimplify the exposition in order
present the main idea, but for the precise technical details see Section 3. We essentially c
the “universal nonvanishing locus” inMg,g+1:

Z =
{
(C,x1, . . . , xg−i, y1, . . . , yi+1) | h0

(∧i
QC ⊗O(x1 + · · ·+ xg−i − y1 − · · ·

− yi+1)
)
�= 0
}
.

The underlying idea is that the difference line bundlesOC(x1 + · · ·+ xg−i − y1 − · · · − yi+1)
in fact cover the wholePicg−2i−1(C) (i.e.Cg−i −Ci+1 =Picg−2i−1(C)), and so for any given
curveC, Z|C is precisely the nonvanishing locus described above. The advantage of wri
in this form is that we are led to performing a computation onMg,g+1 rather than on a univers
Picard, where for example one does not have a canonical choice of generators for the
group. A “deformation to hyperelliptic curves” argument easily implies that MRC holds
general canonical curves, soZ is certainly a divisor. We then show thatZ is the degeneracy locu
of a morphism of vector bundles of the same rank and compute its class using a Grothe
Riemann–Roch argument (cf. Proposition 3.11).

On the other hand, one can define an (a priori different) divisorD in Mg,g+1 which is a
global analogue of the preimage ofCg−i−1 − Ci in Cg−i × Ci+1 via the difference map. It i
convenient to seeD as the locus of curves with marked points(C,x1, . . . , xg−i, y1, . . . , yi+1)
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556 G. FARKAS, M. MUSTAŢǍ AND M. POPA

having ag1
g which containsx1, . . . , xg−i in a fiber andy1, . . . , yi+1 in a different fiber. An

equivalent formulation of the discussion above is thatD ⊆ Z, and in order for MRC to hold
for all canonical curves one should have preciselyD = Z. As we show thatD is reduced (cf.
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Proposition 4.2), it suffices then to prove that the class ofD coincides with that ofZ. To this
end we consider the closure ofD in the compactificationMg,g+1, where the correspondin
boundary condition is defined by means of limit linear series. The computation of the clasD
via this closure is essentially independent of the rest of the paper. It relies on degenerat
enumerative techniques in the spirit of [19] and [6].

The results of both this and the computation of the class ofZ are summarized in the followin
theorem. For the statement, we recall thatPic(Mg,n)Q is generated by the classλ of the Hodge
bundle and the classesψj , 1 � j � n, whereψj := c1(p∗jω), with ω the relative dualizing shea
on the universal curveCg→Mg andpj :Mg,n→Cg the projection onto thejth factor.

THEOREM. – The divisorsZ andD defined above have the same class inPic(Mg,g+1)Q,
namely

−
((

g − 1
i

)
− 10

(
g − 3
i− 1

))
λ+

(
g − 2
i

)
Ψx +

(
g − 2
i− 1

)
Ψy,

whereΨx =
∑g−i
j=1 ψj andΨy =

∑g+1
j=g−i+1 ψj . In particularD=Z.

As mentioned above, this implies that
∧i

Q always has a theta divisor, for alli, so equivalently
that MRC holds for an arbitrary canonical curve. We record the more precise identification
theta divisor, which now follows in general.

COROLLARY. – For any nonhyperelliptic curveC, Θ∧i
Q
=Cg−i−1 −Ci.

In this particular form, our result answers positively a conjecture of R. Lazarsfeld. It is w
mentioning that it also answers negatively a question that was raised in connection wit
namely if

∧i
Q provide base points for determinant linear series on appropriate moduli s

of vector bundles.
The paper is structured as follows. In Section 1 we give some equivalent formulations

Minimal Resolution Conjecture and we describe the vector bundle setup used in the res
paper. In Section 2 we treat the case of curves embedded with large degree, proving IG
showing that MRC fails. Section 3 is devoted to the main result, namely the proof of
for canonical curves, and here is where we look at the relationship with difference varieti
moduli spaces of curves with marked points. The divisor class computation inMg,g+1, on which
part of the proof relies, is carried out in Section 4 by means of limit linear series.

1. Several formulations of the Minimal Resolution Conjecture

1.1. Notations and conventions

We work over an algebraically closed fieldk which, unless explicitly mentioned othe
wise, has arbitrary characteristic. LetV be a vector space overk with dimk V = n + 1 and
S =Sym(V )� k[X0, . . . ,Xn] the homogeneous coordinate ring of the corresponding proje
spacePV �Pn.

For a finitely generated gradedS-moduleN , theBetti numbersbi,j(N) of N are defined from
the minimal free resolutionF• of N by

Fi =
⊕
j∈Z

S(−i− j)bi,j(N).
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The Betti diagramof N has in the(j, i)th position the Betti numberbi,j(N). The regularity
reg(N) of N �= 0 can be defined as the index of the last nontrivial row in the Betti diagram ofN
(see [5, 20.5] for the connection with the cohomological definition).
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[26].
We will use the computation of Betti numbers via Koszul cohomology:bi,j(N) is the
dimension overk of the cohomology of the following piece of the Koszul complex:

∧i+1
V ⊗Nj−1→

∧i
V ⊗Nj→

∧i−1
V ⊗Nj+1

(see [13] for details).
For an arbitrary subschemeZ ⊆ Pn, we denote byIZ ⊆ S its saturated ideal and le

SZ = S/IZ . We denote byPZ andHZ the Hilbert polynomial and Hilbert function ofZ ,
respectively. The regularityreg(Z) of Z is defined to be the regularity ofIZ , if Z �=Pn, and1
otherwise. Notice that with this convention, in the Betti diagram ofZ , which by definition is the
Betti diagram ofSZ , the last nontrivial row is always indexed byreg(Z)− 1.

For a projective varietyX , a line bundleL on X , and a linear seriesV ⊆ H0(L) which
generatesL, we denote byMV the vector bundle which is the kernel of the evaluation map

0→MV → V ⊗OX ev→ L→ 0.

WhenV = H0(L) we use the notationML :=MV . If C is a smooth curve of genusg � 1,
andωC is the canonical line bundle, thenMC denotes the vector bundleMωC . The dual vecto
bundles will be denoted byQV ,QL andQC , respectively. Whenever there is no risk of confusi
we will simply writeM andQ, instead ofMC andQC .

1.2. The Minimal Resolution Conjecture for points on embedded varieties

In this sectionX ⊆PV �Pn is a fixed irreducible projective variety of positive dimensi
We study the Betti numbers of a general set ofγ pointsΓ ⊆ X . Since the Betti numbers a
upper semicontinuous functions, for every positive integerγ, there is an open subsetUγ of
Xγ \

⋃
p�=q{x: xp = xq} such that for alli andj, bi,j(Γ) takes its minimum value forΓ ∈ Uγ .

Notice that as the regularity is bounded in terms ofγ, we are concerned with finitely many Be
numbers. From now on,Γ generalmeansΓ ∈ Uγ .

It is easy to determine the Hilbert function of a general set of pointsΓ in terms of the Hilbert
function ofX (see [26]). We have the following:

PROPOSITION 1.1. –If Γ⊆X is a general set ofγ points, then

HΓ(t) =min
{
HX(t), γ

}
.

To determine the Betti numbers of a general set of pointsΓ is a much more subtle problem
If γ is large enough, then the Betti diagram ofΓ looks as follows: in the upper part we have t
Betti diagram ofX and there are two extra nontrivial rows at the bottom. Moreover, the for
in Proposition 1.1 gives an expression for the differences of the Betti numbers in these la
rows. We record the formal statement in the following theorem and for the proof we refer to

THEOREM 1.2. –Assume thatΓ ⊆ X is a general set ofγ points, withPX(r − 1) � γ <
PX(r) for somer �m+1, wherem= regX .

(i) For everyi andj � r− 2, we havebi,j(Γ) = bi,j(X).
(ii) bi,j(Γ) = 0, for j � r+ 1 and there is ani such thatbi,r−1(Γ) �= 0.
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(iii) For everyj �m, we have (⊕
0
( ))

etti
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bi,j(Γ) = bi−1,j+1(IΓ/IX) = bi−1,j+1

l�0

H IΓ/X(l) .

(iv) If d= dimX , then for everyi� 0, we havebi+1,r−1(Γ)− bi,r(Γ) =Qi,r(γ), where

Qi,r(γ) =
d−1∑
l=0

(−1)l
(
n− l− 1
i− l

)
∆l+1PX(r+ l)−

(
n

i

)(
γ − PX(r− 1)

)
.

We will focus our attention on the Betti numbers in the bottom two rows in the B
diagram ofΓ. The equation in Theorem 1.2(iv) gives lower bounds for these numbers, n
bi+1,r−1(Γ)�max{Qi,r(γ),0} andbi,r(Γ)�max{−Qi,r(γ),0}.

DEFINITION 1.3. – In analogy with the caseX =Pn (see [24,25]), we say that theMinimal
Resolution Conjecture(to which we refer from now on as MRC) holds for a fixed va
of γ as above if for everyi and every general setΓ, bi+1,r−1(Γ) = max{Qi,r(γ),0} and
bi,r(Γ) =max{−Qi,r(γ),0}. Equivalently, it says that

bi+1,r−1(Γ) · bi,r(Γ) = 0 for all i.

This conjecture has been extensively studied in the caseX = Pn, L =OPn(1). It is known
to hold for small values ofn (n= 2, 3 or 4) and for large values ofγ, depending onn, but not
in general. In fact, it has been shown that for everyn� 6, n �= 9, MRC fails for almost

√
n/2

values ofγ (see [9], where one can find also a detailed account of the problem).
Note that the assertion in MRC holds obviously fori = 0. The first nontrivial casei = 1 is

equivalent by Theorem 1.2 to saying that the minimal number of generators ofIΓ/IX is as small
as possible. This suggests the following:

DEFINITION 1.4. – We say that theIdeal Generation Conjecture(IGC, for short) holds forγ
as above if for a general set of pointsΓ⊆X of cardinalityγ, we haveb2,r−1(Γ) · b1,r(Γ) = 0.

Example1.5 [26]. – MRC holds for everyX when γ = PX(r − 1), since in this case
bi,r(Γ) = 0 for everyi. Similarly, MRC holds for everyX whenγ = PX(r) − 1, since in this
caseb1,r−1 = 1 andbi,r−1(γ) = 0 for i� 2.

We derive now a cohomological interpretation of MRC. From now on we assume thX
is nondegenerate, so that we haveV ⊆ H0(OX(1)). Using a standard Koszul cohomolo
argument, we can express the Betti numbers in the last two rows of the Betti diagram oΓ as
follows.

PROPOSITION 1.6. – With the above notation, we have in general for everyi� 0

bi+1,r−1(Γ) = h0
(∧i

MV ⊗IΓ/X(r)
)
,

bi,r(Γ) = h1
(∧i

MV ⊗IΓ/X(r)
)
.

Proof. –We compute the Betti numbers via Koszul cohomology, using the formu
Theorem 1.2(iii).

Consider the complex:∧i
V ⊗H0

(
IΓ/X(r)

) f→
∧i−1

V ⊗H0
(
IΓ/X(r +1)

) h→
∧i−2

V ⊗H0
(
IΓ/X(r+ 2)

)
.
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SinceH0(IΓ/X(r − 1)) = 0, it follows that

dimk(Kerf) = bi+1,r−1(Γ) and dimk(Kerh/ Imf) = bi,r(Γ).

f

d

.

hat

er

eral
The exact sequence

0→MV → V ⊗OX →OX(1)→ 0

induces long exact sequences

0→
∧i

MV →
∧i

V ⊗OX →
∧i−1

MV ⊗OX(1)→ 0.(∗)

By tensoring withIΓ/X(r) and taking global sections, we get the exact sequence

H0
(∧i

MV ⊗IΓ/X(r)
)
↪→
∧i

V ⊗H0
(
IΓ/X(r)

) f→
∧i−1

V ⊗H0
(
IΓ/X(r +1)

)
.

This proves the first assertion in the proposition.
We have a similar exact sequence:

H0
(∧i−1

MV ⊗IΓ/X(r+ 1)
)

↪→
∧i−1

V ⊗H0
(
IΓ/X(r+ 1)

) h→
∧i−2

V ⊗H0
(
IΓ/X(r+ 2)

)
.

Thereforebi,r(Γ) is the dimension overk of the cokernel of

g :
∧i

V ⊗H0
(
IΓ/X(r)

)
→H0

(∧i−1
MV ⊗IΓ/X(r+ 1)

)
.

Using again the exact sequence(∗), by tensoring withIΓ/X(r) and taking a suitable part o
the long exact sequence, we get:∧i

V ⊗H0
(
IΓ/X(r)

)
→H0

(∧i−1
MV ⊗IΓ/X(r+ 1)

)
→H1

(∧i
MV ⊗IΓ/X(r)

)
→
∧i

V ⊗H1
(
IΓ/X(r)

)
.

SinceregΓ � r + 1, we havereg IΓ/X � r + 1 and thereforeH1(IΓ/X(r)) = 0. From the

above exact sequence we see thatCokerg �H1(
∧i

MV ⊗ IΓ/X(r)), which proves the secon
assertion of the proposition.✷

Remark1.7. – The higher cohomology groupsHp(
∧i

MV ⊗IΓ/X(r)), p� 2, always vanish
Indeed, using the exact sequences in the proof of the proposition, we get

hp
(∧i

MV ⊗IΓ/X(r)
)
= h1

(∧i−p+1
MV ⊗IΓ/X(r+ p− 1)

)
= bi−p+1,r+p−1(Γ) = 0.

Therefore we haveQi,r(γ) = χ(
∧i

MV ⊗IΓ/X(r)) and MRC can be interpreted as saying t

for generalΓ, the cohomology of
∧i

MV ⊗IΓ/X(r) is supported in cohomological degree eith
zero or one.

In the case of a curveC, MRC can be reformulated using Proposition 1.6 in terms of gen
line bundles onC. We will denote by�x� and�x� the integers defined by�x�� x < �x�+1 and
�x� − 1<x� �x�.
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560 G. FARKAS, M. MUSTAŢǍ AND M. POPA

COROLLARY 1.8. –Suppose thatC ⊆ PV is a nondegenerate, integral curve of arithmetic
genusg and degreed. We consider the following two statements:

(i) For everyi and for a general line bundleξ ∈ Picj(C), wherej = g − 1 + �din �, we have

n

ry

ism

r

.8
ns for

t

e of
rve

y

H1(
∧iMV ⊗ ξ) = 0.

(ii) For everyi and for a general line bundleξ ∈ Picj(C), wherej = g − 1 + �din �, we have

H0(
∧iMV ⊗ ξ) = 0.

Then MRC holds forC for everyγ � max{g,PC(regX)} if and only if both(i) and (ii) are
true. Moreover, ifC is locally Gorenstein, then(i) and (ii) are equivalent.

Proof. –If γ � g, then for a general setΓ of γ points,IΓ/C is a general line bundle o
C of degree−γ. Since in this caseIΓ/C(r) is a general line bundle of degreej = dr − γ
and d(r − 1) + 1 − g � γ � dr + 1 − g, Proposition 1.6 says that MRC holds for eve
γ � max{g,PC(regC)} if and only if for everyj such thatg − 1 � j � d + g − 1 and for a
general line bundleξ′ ∈Picj(C), eitherH0(

∧i
MV ⊗ ξ′) = 0 orH1(

∧i
MV ⊗ ξ′) = 0.

SincedimC = 1, we have

bi+1,r−1(Γ)− bi,r(Γ) = d

(
n− 1
i

)
−
(
γ − PC(r− 1)

)(n
i

)
.

It follows immediately thatbi+1,r−1(Γ)− bi,r(Γ)� 0 if and only if j � g − 1 + di/n.
The first statement of the corollary follows now from the fact that ifE is a vector bundle

on a curve andP is a point, thenH0(E) = 0 impliesH0(E ⊗ O(−P )) = 0 andH1(E) = 0
impliesH1(E ⊗O(P )) = 0. The last statement follows from Serre duality and the isomorph∧i

QV �
∧n−i

MV ⊗OC(1). ✷
Remark1.9. – The corresponding assertion for IGC says thatX satisfies IGC for every

γ � max{g,PC(regC)} if and only if both (i) and (ii) are true fori = 1. Note that ifX is
locally Gorenstein, then by Serre duality condition (ii) fori= 1 is equivalent to condition (i) fo
i= n− 1.

Remark1.10. – IfC is a locally Gorenstein integral curve such thatd/n∈ Z, then in order to
check MRC for allγ � max{g,PC(regC)}, it is enough to check condition (i) in Corollary 1
only for i� n/2. Indeed, using Serre duality and Riemann–Roch, we see that the conditio
i andn− i are equivalent.

In light of Corollary 1.8, we make the following:

DEFINITION 1.11. – IfC ⊆PV is a nondegenerate integral curve of arithmetic genusg and
regularitym, we say thatC satisfies MRC if a general set ofγ points onC satisfies MRC for
everyγ �max{g,PC(m)}. If L is a very ample line bundle on a curveC as before, we say tha
L satisfies MRC ifC ⊂PH0(L) satisfies MRC. Analogous definitions are made for IGC.

Example1.12 (Rational quintics inP3). – We illustrate the above discussion in the cas
smooth rational quintic curves inP3. We consider two explicit examples, the first when the cu
lies on a (smooth) quadric and the second when it does not. LetX be given parametrically b
(u, v) ∈P1 → (u5, u4v, uv4, v5) ∈P3, so that it lies on the quadricX0X3 =X1X2. The Betti
diagram ofX is

0 1 – – –

1 – 1 – –

2 – – – –

3 – 4 6 2
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and ifΓ⊂X is a set of28 points, then the Betti diagram ofΓ is

0 1 – – –

.

ational
n the

s.
1 – 1 – –

2 – – – –

3 – 4 6 2

4 – – – –

5 – 3 4 1

6 – – 2 2

As b3,5(Γ) = 1 andb2,6(Γ) = 2, we see that MRC is not satisfied byX for this number of points
Let nowY be the curve given parametrically by

(u, v) ∈P1→
(
u5 + u3v2, u4v − u2v3, uv4, v5

)
∈P3.

In this caseY does not lie on a quadric, and in fact, its Betti diagram is given by

0 1 – – –

1 – – – –

2 – 4 3 –

3 – 1 2 1

If Γ′ ⊂ Y is a set of28 points, then the Betti diagram ofΓ′ is

0 1 – – –

1 – – – –

2 – 4 3 –

3 – 1 2 1

4 – – – –

5 – 3 4 –

6 – – 1 2

which shows that MRC is satisfied forY and this number of points.

These two examples show the possible behavior with respect to the MRC for smooth r
quintics inP3. The geometric condition of lying on a quadric translates into a condition o
splitting type ofMV =ΩP3(1)|X . More precisely, it is proved in [10] that ifX ⊂P3 is a smooth
rational quintic curve, thenX lies on a quadric if and only if we have

ΩP3(1)|X �OP1(−3)⊕OP1(−1)⊕2

(the other possibility, which is satisfied by a general such quintic, is that

ΩP3(1)|X �OP1(−1)⊕OP1(−2)⊕2).

Corollary 1.8 explains therefore the behaviour with respect to MRC in the above example
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2. Curves of large degree and a counterexample to MRC

In this section we assume thatC is a smooth projective curve of genusg andL is a very ample
ry

urves
arsfeld
both
t in the
ways
to that
cribed

r
t

tion
ce

ults are

e

line bundle onC. Our aim is to investigate whetherC satisfies MRC, or at least IGC, for eve
γ � g, in the embedding given by the complete linear series|L|. As before,m will denote the
regularity ofC.

Example2.1. – If g = 0 or 1, thenC satisfies MRC for allγ � PC(m) in every embedding
given by a complete linear series (see [26, Proposition 3.1]).

In higher genus we will concentrate on the study of MRC for canonical curves and c
embedded with high degree, in direct analogy with the syzygy questions of Green–Laz
(cf. [14–16]). The main conclusion of this section will be that, while IGC is satisfied in
situations, the high-degree embeddings always fail to satisfy MRC at a well-specified spo
Betti diagram. This is in contrast with our main result, proved in Section 3, that MRC al
holds for canonical curves, and the arguments involved here provide an introduction
section. The common theme of the proofs is the vector bundle interpretation of MRC des
in Section 1.

2.1. Review of filtrations for QL and Q [21]

Here we recall a basic property of the vector bundlesQL which will be essential for ou
arguments. LetL be a very ample line bundle onC of degreed, and recall from Section 1 tha
QL is given by the defining sequence

0→ L−1→H0(L)∗ ⊗OC →QL→ 0.

Assume first thatL is non-special andx1, . . . , xd are the points of a general hyperplane sec
of C ⊆PH0(L). One shows (see e.g. [21, Section 1.4]) that there exists an exact sequen

0→
⊕

i∈{1,...,d−g−1}
OC(xi)→QL→OC(xd−g + · · ·+ xd)→ 0.(1)

On the other hand, assuming thatC is nonhyperelliptic andL = ωC , if x1, . . . , x2g−2 are the
points of a general hyperplane section, the analogous sequence reads:

0→
⊕

i∈{1,...,g−2}
OC(xi)→Q→OC(xg−1 + · · ·+ x2g−2)→ 0.(2)

We start by looking at the case of curves embedded with large degree. The main res
summarized in the following:

THEOREM 2.2. – (a)If L is a very ample line bundle of degreed� 2g, thenIGC holds forL.
(b) If g � 4 andL is a line bundle of degreed� 2g + 10, then there exists a value ofγ such

thatC ⊆PH0(L) does not satisfy MRC fori= � g+1
2 �. The same holds ifg � 14 andd� 2g+5.

Proof. –(a) LetL be a very ample line bundle of degreed � 2g. By Corollary 1.8 and Serr
duality, it is easy to see that IGC holds forL if:

(i) h1(QL ⊗ η) = 0 for η ∈Picg−2(C) general, and
(ii) h0(QL ⊗ η) = 0 for η ∈Picg−3(C) general.
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Condition (i) is a simple consequence of the filtration (1). More precisely, ifx1, . . . , xd are the
points of a general hyperplane section ofC ⊆PH0(L), from the exact sequence

e

ap

ee [3,

. First
0→
⊕

i∈{1,...,d−g−1}
OC(xi)→QL→OC(xd−g + · · ·+ xd)→ 0

we conclude that it would be enough to prove:

h1
(
η(xi)

)
= 0 and h1

(
η(xd−g + · · ·+ xd)

)
= 0

for η ∈ Picg−2(C) general. Now for everyi ∈ {1, . . . , d− g − 1}, η(xi) is a general line bundl
of degreeg−1, soh1(η(xi)) = 0. On the other handdeg η(xd−g+ · · ·+xd)� 2g−1, so clearly
h1(η(xd−g + · · ·+ xd)) = 0.

For condition (ii) one needs a different argument. By twisting the defining sequence ofQL:

0→ L−1→H0(L)∗ ⊗OC →QL→ 0

by η ∈Picg−3(C) general and taking cohomology, we see that (ii) holds if and only if the m

α∗ :H1
(
L−1 ⊗ η

)
→H0(L)∗ ⊗H1(η)

is injective, or dually if and only if the cup-product map

α :H0(L)⊗H0
(
ωC ⊗ η−1

)
→H0

(
L⊗ωC ⊗ η−1

)
is surjective. We make the following:

CLAIM . – |ωC ⊗ η−1| is a base point free pencil.

Assuming this for the time being, one can apply the Base Point Free Pencil Trick (s
III §3]) to conclude that

Kerα=H0
(
L⊗ ω−1

C ⊗ η
)
.

ButL⊗ω−1
C ⊗η is a general line bundle of degreed−g−1� g−1 and soh1(L⊗ω−1

C ⊗η) = 0.
By Riemann–Roch this meansh0(L⊗ω−1

C ⊗ η) = d−2g. On the other handh0(L) = d− g+1,
h0(ωC ⊗ η−1) = 2 andh0(L⊗ωC ⊗ η−1) = d+ 2, soα must be surjective.

We are only left with proving the claim. Sinceη ∈ Picg−3(C) is general,h0(η) = 0, and so
we easily get:

h0
(
ωC ⊗ η−1

)
= h1(η) = g− 1− (g − 3) = 2.

Also, for everyp ∈C, η(p) ∈ Picg−2(C) is general, hence still noneffective. Thus:

h0
(
ωC ⊗ η−1(−p)

)
= h1

(
η(p)

)
= g − 1− (g − 2) = 1.

This implies that|ωC ⊗ η−1| is base point free.
(b) Here we follow an argument in [28] leading to the required nonvanishing statement

note that it is clear from (1) that for everyi with 1� i� d− g − 1 there is an inclusion

OC(x1 + · · ·+ xi) ↪→
∧i

QL,
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wherex1, . . . , xi are general points onC. This immediately implies that

h0
(∧i

QL ⊗OC(Ei −Di)
)
�= 0,

e

d by

s
ns.

les of

dles

iven in
powers

tunately
mples
very

ction

lar to
ral

). In
whereEi andDi are general effective divisors onC of degreei. On the other hand we use th
fact (see e.g. [3, Ex. V. D]) that every line bundleξ ∈ Pic0(C) can be written as a difference

ξ =OC(E� g+1
2 � −D� g+1

2 �),

which means that

h0
(∧� g+1

2 �
QL ⊗ ξ

)
�= 0, ∀ξ ∈Pic0(C) general.

Now by Serre duality:

H0
(∧i

QL ⊗ ξ
)
∼=H1

(∧i
ML ⊗ωC ⊗ ξ−1

)∗
,

so that Corollary 1.8 easily implies thatC does not satisfy MRC fori = � g+1
2 � as long as

2g− 2� g − 1+ di
d−g . A simple computation gives then the stated conclusion.✷

Remark2.3. – Motivation for the argument in (b) above was quite surprisingly provide
the study [28] of the base locus of the determinant linear series on the moduli spaceSUC(r) of
semistable bundles of rankr and trivial determinant on a curveC. In fact this argument produce
explicit base points for the determinant linear series under appropriate numerical conditio

Remark2.4. – The technique in Theorem 2.2(b) can be extended to produce examp
higher dimensional varieties for which appropriate choices ofγ force the failure of MRC
for general sets ofγ points. More precisely, the varieties in question are projective bun
PE → C over a curveC, associated to very ample vector bundlesE on C of arbitrary rank
and large degree, containing sub-line bundles of large degree. Using the interpretation g
Proposition 1.6, the problem is reduced to a cohomological question about the exterior∧i

ME , whereME is defined analogously as the kernel of the evaluation map

0→ME→H0(E)⊗OX →E→ 0.

This question is then treated essentially as above, and we do not enter into details. Unfor
once a bundleE of higher rank is fixed, this technique does not seem to produce couterexa
for arbitrarily large values ofγ, as in the case of line bundles. Such examples would be
interesting, in light of the asymptotically nice behavior of general points inPn (cf. [20]).

Finally we turn to the case of canonical curves with the goal of providing an introdu
to the main result in Section 3. LetC be a nonhyperelliptic curve of genusg, V = H0(ωC)
andC ↪→ PV � Pg−1 the canonical embedding. We note here that an argument simi
Theorem 2.2(a) immediately implies IGC forC. This will be later subsumed in the gene
Theorem 3.1.

PROPOSITION 2.5. – IGC holds for the canonical curveC.

Proof. –The argument is similar (and in fact simpler) to the proof of (ii) in Theorem 2.2(a
this case, again by interpreting Proposition 1.6 (see Remark 1.9) IGC holds if and only if

H0(Q⊗ ξ) = 0 for ξ ∈Picg−3(C) general.
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This is in turn equivalent to the surjectivity of the multiplication map:

H0(ωC)⊗H0
(
ωC ⊗ ξ−1

)
→H0

(
ω⊗2
C ⊗ ξ−1

)
,

le more

g that

of this
to

e

ery

ry 1.8
gs. We

ll
which is again a quick application of the Base Point Free Pencil Trick.✷
The geometric picture in the present case of canonical curves can be described a litt

precisely. In fact, forξ ∈ Picg−3(C), we have

µ(Q⊗ ξ) = g − 1,

whereµ(E) := deg(E)/ rk(E) denotes in general theslopeof the vector bundleE. By standard
determinantal results, the subset

ΘQ :=
{
ξ | h0(Q⊗ ξ) �= 0

}
⊆ Picg−3(C)

is either a divisor or the whole variety. The statement of IGC is then equivalent to sayin
ΘQ is indeed a divisor inPicg−3(C) (one says thatQ has a theta divisor). A simple filtration
argument based on the sequence (3) above shows that in fact

ΘQ =Cg−2 −C :=
{
OC(p1 + · · ·+ pg−2 − q) | p1, . . . , pg−2, q ∈C

}
,

which has already been observed by Paranjape and Ramanan in [27]. A generalization
observation to the higher exterior powers

∧i
Q will be the starting point for our approach

proving MRC for canonical curves in what follows.

3. MRC for canonical curves

In this sectionC will be a canonical curve, i.e. a smooth curve of genusg embedded inPg−1

by the canonical linear series|ωC | (in particularC is not hyperelliptic). Our goal is to prove th
following:

THEOREM 3.1. –If C is a canonical curve, thenC satisfies MRC.

Remark3.2. – In fact, sinceC is canonically embedded, its regularity ism= 4, and asg � 3
we always havePC(m) = 7(g − 1) � g. Thus the statement means that MRC holds for ev
γ � PC(m).

The general condition required for a curve to satisfy MRC which was stated in Corolla
(see also Remark 1.10) takes a particularly clean form in the case of canonical embeddin
restate it for further use.

LEMMA 3.3. –Let C be a canonical curve. ThenC satisfies MRC if and only if, for a
1� i� g−1

2 we have

h0
(∧i

M ⊗ η
)
= h1

(∧i
M ⊗ η

)
= 0, for η ∈ Picg+2i−1(C) general,

or equivalently

h0
(∧i

Q⊗ ξ
)
= h1

(∧i
Q⊗ ξ

)
= 0, for ξ ∈ Picg−2i−1(C) general.(∗)
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Remark3.4. – Note thatµ(Q) = 2, soµ(
∧i

Q) = 2i ∈ Z. This means that the condition(∗)
in Lemma 3.3 is equivalent to saying that

∧iQ has a theta divisor (inPicg−2i−1(C)), which we
denoteΘ i . In other words, the set defined by

rank is

gain
dle.
enus

ne

his will

n

e [22]
erence
∧ Q

Θ∧i
Q
:=
{
ξ ∈ Picg−2i−1(C) | h0

(∧i
Q⊗ ξ

)
�= 0
}

with the scheme structure of a degeneracy locus of a map of vector bundles of the same
an actual divisor as expected (cf. [3, II §4]).

3.1. Hyperelliptic curves

Note that the statement(∗) in Lemma 3.3 makes sense even for hyperelliptic curves. A
Q is the dual ofM , whereM is the kernel of the evaluation map for the canonical line bun
Therefore we will say slightly abusively that MRC is satisfied for some smooth curve of g
g � 2 if (∗) is satisfied for alli, 1� i� (g − 1)/2. In fact, the hyperelliptic case is the only o
for which we can give a direct argument.

PROPOSITION 3.5. – MRC holds for hyperelliptic curves.

Proof. –We show that for everyi, h0(
∧i

Q⊗ ξ) = 0, if ξ ∈ Picg−2i−1(C) is general. Since
C is hyperelliptic, we have a degree two morphismf :C → P1 and if L = f∗(OP1(1)), then
ωC = Lg−1. Therefore the morphism̃f :C → Pg−1 defined byωC is the composition of the
Veronese embeddingP1 ↪→Pg−1 with f . Note that we haveM = f̃∗(ΩPg−1(1)).

Since onP1 we have the exact sequence:

0→OP1(−1)⊕(g−1)→H0
(
OP1(g − 1)

)
⊗OP1 →OP1(g − 1)→ 0,

we getM � (L−1)⊕(g−1). Therefore for everyi, we have∧i
Q� (Li)⊕(

g−1
i ).

Now if ξ ∈ Picg−2i−1(C) is general, thenξ ⊗Li is a general line bundle of degreeg − 1 and so
h0(
∧i

Q⊗ ξ) = 0. ✷
3.2. Theta divisors and difference varieties for a fixed curve

We noted above that MRC is satisfied forC if and only ifΘ∧i
Q

is a divisor. We now identify
precisely what the divisor should be, assuming that this happens. (At the end of the day t
hold for all canonical curves.) Recall that by general theory, whenever a divisor,Θ∧i

Q
belongs

to the linear series|(g−1
i )Θ|, where we slightly abusively denote byΘ a certain theta divisor o

Picg−2i−1(C) (more preciselyΘN , whereN is a(g−1
i )th root ofdet(

∧i
Q)).

From now on we always assume that we are in this situation. The Picard varietyPicg−2i−1(C)
contains adifference subvarietyCg−i−1 −Ci defined as the image of the difference map

φ :Cg−i−1 ×Ci→ Picg−2i−1(C)

(x1 + · · ·+ xg−i−1, y1 + · · ·+ yi)→OC(x1 + · · ·+ xg−i−1 − y1 − · · · − yi).

The geometry of the difference varieties has interesting links with the geometry of the curv
and [3] (see below). The key observation is that our theta divisor is nothing else but the diff
variety above.
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PROPOSITION 3.6. –For every smooth curveC of genusg, we have

Cg−i−1 −Ci ⊆Θ i .

ity.

y that

h.VI.A]

llected

t is

ation
∧ Q

Moreover, ifC is nonhyperelliptic andΘ∧i
Q

is a divisor, then the above inclusion is an equal

We start with a few properties of the difference varieties, which for instance easily impl
Cg−i−1−Ci is a divisor. More generally, we study the difference varietyCa−Cb, a� b, defined
analogously. Note that this study is suggested in a series of exercises in [3, Ch.V.D and C
in the casea = b, but the formula in V.D-3 there giving the cohomology class ofCa − Ca is
unfortunately incorrect, as we first learned from R. Lazarsfeld. The results we need are co
in the following:

PROPOSITION 3.7. – (a)Assume that1� b� a� g−1
2 . Then the difference map:

φ :Ca ×Cb→Ca −Cb ⊆ Pica−b(C)

is birational onto its image ifC is nonhyperelliptic. WhenC is hyperelliptic,φ has degree(ab )2
b

onto its image.
(b) If C is nonhyperelliptic, the cohomology classca,b ofCa −Cb in Pica−b(C) is given by

ca,b =
(
a+ b
a

)
θg−a−b,

whereθ is the class of a theta divisor.

Assuming this, the particular casea= g − i− 1 andb= i quickly implies the main result.

Proof of Proposition 3.6. –From Proposition 3.7(b) we see that ifC is nonhyperelliptic, then
the class ofCg−i−1 −Ci is given by:

cg−i−1,i =
(
g − 1
i

)
θ.

On the other hand, asΘ∧i
Q

is associated to the vector bundle
∧i

Q, if it is a divisor, then its

cohomology class is(g−1
i )θ (recall thatΘ∧i

Q
has the same class as(g−1

i )Θ). As in this case
bothΘ∧i

Q
andCg−i−1 − Ci are divisors, in order to finish the proof of the proposition i

enough to prove the first statement.
To this end, we follow almost verbatim the argument in Theorem 2.2(b). Namely, the filtr

(2) in Section 2 implies that for everyi� 1 there is an inclusion:

OC(x1 + · · ·+ xi) ↪→
∧i

Q,

wherex1, . . . , xi are general points onC. This means that

h0
(∧i

Q⊗OC(Eg−i−1 −Di)
)
�= 0

for all general effective divisorsEg−i−1 of degreeg− i− 1 andDi of degreei, which gives the
desired inclusion. ✷
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We are left with proving Proposition 3.7. This follows by more or less standard arguments in
the study of Abel maps and Poincaré formulas for cohomology classes of images of symmetric
products.

ot

ously
ct

t

ne by
when

we
Proof of Proposition 3.7. –(a) This is certainly well known (cf. [3, Ch.V.D]), and we do n
reproduce the proof here.

(b) Assume now thatC is nonhyperelliptic, so that

φ :Ca ×Cb→Ca −Cb

is birational onto its image. For simplicity we will map everything to the Jacobian ofC, so fix a
pointp0 ∈C and consider the commutative diagram:

Ca+b

ψ α

Ca ×Cb
φ

Ca −Cb
−(a−b)p0

J(C)

whereCa+b is the(a + b)th cartesian product of the curve and the maps are either previ
defined or obvious. We will in general denote by[X ] the fundamental class of the compa
varietyX . Sinceψ clearly has degreea! · b!, and sinceφ is birational by (a), we have:

α∗
[
Ca+b

]
= a! · b! · ca,b.

This means that it is in fact enough to prove thatα∗[Ca+b] = (a + b)! · θg−a−b, and note tha
(a+ b)! · θg−a−b is the same as the classu∗[Ca+b], whereu is the usual Abel map:

u :Ca+b→ J(C)

(x1, . . . , xa+b)→OC
(
x1 + · · ·+ xa+b − (a+ b)p0

)
.

The last statement is known as Poincaré’s formula (see e.g. [3, I §5]). We are now do
the following lemma, which essentially says that adding or subtracting points is the same
computing cohomology classes.✷

LEMMA 3.8. –Letu,α :Ca+b→ J(C) defined by:

u(x1, . . . , xa+b) =OC
(
x1 + · · ·+ xa+b − (a+ b)p0

)
and

α(x1, . . . , xa+b) =OC
(
x1 + · · ·+ xa − xa+1 − · · · − xa+b − (a− b)p0

)
.

Thenu∗[Ca+b] = α∗[Ca+b] ∈H2(g−a−b)(J(C),Z).

Proof. –For simplicity, in this proof only, we will use additive divisor notation, although
actually mean the associated line bundles. Consider the auxiliary maps:

u0 :Ca+b→ J(C)a+b,

(x1, . . . , xa+b)→ (x1 − p0, . . . , xa+b − p0),

α0 :Ca+b→ J(C)a+b,

(x1, . . . , xa+b)→ (x1 − p0, . . . , xa − p0, p0− xa+1, . . . , p0 − xa+b)
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and the addition map:

a :J(C)a+b→ J(C),

n

liptic
of
the

ws that
of the

the set

oth

n
m

t

(ξ1, . . . , ξa+b)→ ξ1 + · · ·+ ξa+b.

Then one has:

u= au0 and α= aα0 = aµu0,

whereµ is the isomorphism

µ :J(C)a+b→ J(C)a+b,

(ξ1, . . . , ξa+b)→ (ξ1, . . . , ξa,−ξa+1, . . . ,−ξa+b).

Now the statement follows from the more general fact thatµ induces an isomorphism o
cohomology. This is in turn a simple consequence of the fact that the involutionx→−x induces
the identity onH1(J(C),Z). ✷

Remark3.9. – The equality in Proposition 3.6 holds set-theoretically also for hyperel
curves. Indeed, we have the inclusionCg−i−1 − Ci ⊆ Θ∧i

Q
, and we have seen in the proof

Proposition 3.5 thatΘ∧i
Q

is irreducible (with the reduced structure, it is just a translate of
usual theta divisor).

3.3. General canonical curves

Since we have seen that MRC holds for hyperelliptic curves, a standard argument sho
it holds for general canonical curves. In fact, our previous result about the expected form
theta divisorsΘ∧i

Q
allows us to say something more precise about the set of curves inMg

which might not satisfy MRC.

PROPOSITION 3.10. –For everyi, the set of curves{[C] ∈Mg |Θ∧i
QC

= Picg−2i−1(C)}
is either empty or has pure codimension one. In particular, the same assertion is true for
of curves inMg which do not satisfy MRC.

Proof. –As the arguments involved are standard we will just sketch the proof.
Start by considering, for a givend � 2g + 1, the Hilbert schemeH of curves inPd−g with

Hilbert polynomialP (T ) = dT + 1 − g andU ⊆ H the open subset corresponding to smo
connected nondegenerate curves.

Let f :Z → U be the universal family overU , which is smooth of relative dimension1, and
ωZ/U ∈Pic(Z) the relative cotangent bundle. By base change there is an exact sequence

0→Q∨→ f∗f∗ωZ/U → ωZ/U → 0,

whereQ is a vector bundle onZ such that ifu ∈ U corresponds to a curveC =Zu (in a suitable
embedding), thenQ|Zu �QC .

The usual deformation theory arguments show thatH is smooth and has dimensio
(d − g + 1)2 + 4(g − 1). Moreover, the universal familyZ defines a surjective morphis
π :U →Mg whose fibers are irreducible and have dimension(d−g+1)2+g−1. It is immediate
to see from this thatU is connected.

Fix now l such thatd= (g− 2i− 1)+ l(2g− 2)� 2g+1. ConsiderU andZ as above and le
F :=

∧iQ⊗ω−l
Z/U ⊗ p∗OPd−g(1), wherep is the composition of the inclusionZ ↪→U ×Pd−g

and the projection onto the second factor.
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We consider also the closed subset ofU :

D1 =
{
u ∈ U | h0(F|Zu)� 1

}
.

e rank.
s

hat
re

s

o

ot

t

r
n

le
It is clear by definition thatπ−1([C])⊆D1 if and only ifΘ∧i
QC

=Picg−2i−1(C). In particular,
Proposition 3.5 implies thatD1 �= U .
D1 is the degeneracy locus of a morphism between two vector bundles of the sam

Indeed, ifH ⊂Pd−g is a hyperplane,̃H = p−1H , andr# 0, thenD1 is the degeneracy locu
of

f∗
(
F ⊗OZ(rH̃)

)
→ f∗

(
F ⊗O

rH̃
(rH̃)

)
.

Note that these are both vector bundles of rankrd(g−1
i ) (we use base change and the fact t

by Corollary 3.5 in [27], for every smooth curveC, the bundleQC is semistable). We therefo
conclude thatD1 is a divisor onU .

On the other hand, it is easy to see that the set

D2 =
{
u ∈ U | OZu(1)⊗ω−l

Zu
∈ (Zu)g−i−1 − (Zu)i

}
is closed. Moreover, Proposition 3.6 (see also Remark 3.9) shows thatD2 ⊆ D1, and if
π−1([C]) �⊆ D1, thenπ−1([C]) ∩D1 = π−1([C]) ∩D2.

Let S be the set of irreducible components ofD1 which are not included inD2. Using the fact
thatπ has irreducible fibers, all of the same dimension, it is easy to see that ifY ∈ S, thenπ(Y )
is closed inMg, that it is in fact a divisor, andY = π−1(π(Y )). Moreover, the locus of curve
inMg for whichΘ∧i

Q
is not a divisor is

⋃
Y ∈S π(Y ), which proves the proposition.✷

3.4. The class of the degeneracy locus onMg,g+1

We first fix the notation. We will denote byM0
g the open subset ofMg which corresponds t

curves with no nontrivial automorphisms. From now on we assume thatg � 4, since forg = 3
MRC is equivalent to IGC, which is the content of Proposition 2.5. ThusM0

g is nonempty and
its complement has codimensiong− 2� 2 (see [18, p. 37]), so working with this subset will n
affect the answers we get for divisor class computations onMg orMg,n.

In this case we have a universal family overM0
g denoted byC0

g and for everyn � 1, the
open subset ofMg,n lying overM0

g (which we denote byM0
g,n) is equal to the fiber produc

(×M0
g
C0
g)
n minus all the diagonals. We assume thatn� g + 1.

Consider the following cartezian diagram:

X
q

f

M0
g,n

h

C0
g

p M0
g

in which all the morphisms and varieties are smooth andp (hence alsoq) is proper.
Let ω ∈ Pic(C0

g) be the relative canonical line bundle forp, E = p∗(ω) the Hodge vecto
bundle andQ the rankg − 1 vector bundle onC0

g such thatQ∨ is the kernel of the evaluatio
mapp∗E→ ω. For every[C] ∈M0

g, we haveQ|p−1([C]) �QC .
The projection on thejth factor pj :M0

g,n → C0
g induces a sectionqj :M0

g,n → X of q.
If Ej = Im(qj), thenEj is a relative divisor overM0

g,n. Consider the following vector bund
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onX :

E =
∧i

f∗Q
(
g−i∑

Ej −
g+1∑

Ej

)

se for
,

e

at
l curve
p

t
ture

e

j=1 j=g−i+1

and letZ = {u∈M0
g,n| h0(E|Xu)� 1}.

The algebraic setZ comes equipped with a natural structure of degeneracy locus. Suppo
example thatY is a sum ofm divisorsEj (possibly with repetitions), wherem# 0. In this case
Z is the degeneracy locus of the morphism

F := q∗
(
E ⊗OX (Y )

)
→F ′ := q∗

(
E ⊗OX (Y )|Y

)
.

This scheme structure does not depend on the divisorY we have chosen. In fact, it is th
universal subscheme over which the0th Fitting ideal of the first higher direct image ofE
becomes trivial (see e.g. [3, Ch.IV §3] for the proof of an analogous property). Note thZ
is a divisor and not the whole space, since by Proposition 3.10 we know that for a genera
C, there isξ ∈ Picg−2i−1(C) such thatH0(

∧iQC ⊗ ξ) = 0 (note also that the difference ma
Cg−i ×Ci+1→ Picg−2i−1(C) is surjective, cf. [3, Ch.V.D]).

We will use the notationλ= c1(h∗(E)), ψj = c1(p∗j (ω)), and

Ψx =
g−i∑
j=1

ψj and Ψy =
g+1∑

j=g−i+1

ψj .

It is well known thatλ together withψj , 1� j � n, form a basis forPic(M0
g,n)Q.

PROPOSITION 3.11. –With the above notation, for everyn � g + 1, the class ofZ in
Pic(M0

g,n)Q is given by

[Z] =−
((

g − 1
i

)
− 10

(
g − 3
i− 1

))
λ+

(
g − 2
i

)
Ψx +

(
g − 2
i− 1

)
Ψy.(3)

Proof. –Note that the pull-back of divisors induced by the projection to the first(g + 1)
components induces injective homomorphismsPic(M0

g,g+1)Q ↪→ Pic(M0
g,n)Q. From the

universality of the scheme structure onZ it follows that the computation ofc1(Z) is independen
of n. Therefore we may assume thatn is large enough, so that in defining the scheme struc
of Z as above, we may takeY =

∑n
j=g+2Ej . We introduce also the notationΨz =

∑n
j=g+2 ψj .

As a degeneracy locus, the class ofZ is given byc1(F ′) − c1(F). It is clear that we hav
Ej ∩El = ∅ if j �= l and viaEj �M0

g,n, we haveOEj (−Ej)� p∗j (ω). SinceQ∨ is the kernel
of the evaluation map forω, we get

c1(f∗Q) = f∗(c1(ω))− q∗(λ).(4)

Before starting the computation ofc1(F) andc1(F ′), we record the following well-known
formulas for Chern classes.

LEMMA 3.12. –LetR be a vector bundle of rankn on a varietyX andL ∈ Pic(X).
(i) c1(R⊗L) = c1(R) + nc1(L).
(ii) c2(R⊗L) = c2(R) + (n− 1)c1(R)c1(L) + (n2 )c1(L)

2.

(iii) c1(
∧i

R) = (n−1
i−1 )c1(R), if n� 2 and1� i� n.
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(iv) c2(
∧i

R) = 1
2 (
n−1
i−1 )((

n−1
i−1 )− 1)c1(R)2 + (n−2

i−1 )c2(R), if n� 3 and1� i� n.

From the previous discussion and Lemma 3.12(i) and (iii), we get

r,

his we
c1
(
q∗
(
E ⊗OEj (Y )

))
=−

(
g − 2
i− 1

)
λ−

(
g − 2
i

)
ψj ,

from which we deduce

c1(F ′) =−(n− g− 1)
(
g − 2
i− 1

)
λ−

(
g − 2
i

)
Ψz.

In order to computec1(F), we apply the Grothendieck–Riemann–Roch formula forq and
E(Y ) (see [11, 15.2]). Note that the varieties are smooth andq is smooth and proper. Moreove
since we assumen# 0, we haveRjq∗(E(Y )) = 0, for j � 1. Therefore we get

ch
(
q∗
(
E(Y )

))
= q∗

(
ch
(
E(Y )

)
· td
(
f∗ω−1

))
.

From this we deduce

c1(F) = q∗

(
1
2
c1
(
E(Y )

)2−c2(E(Y ))− 1
2
f∗c1(ω)·c1

(
E(Y )

)
+

1
12

(
g − 1
i

)
f∗c1(ω)2

)
.(∗)

We compute now each of the classes involved in the above equation. In order to do t
need to know how to make the push-forward of the elementary classes onX . We list these rules
in the following:

LEMMA 3.13. –With the above notation, we have
(i) q∗(f∗c1(ω)2) = 12λ.

(ii) q∗(q∗λ · f∗c1(ω)) = (2g − 2)λ.
(iii) q∗q

∗(λ2) = 0.
(iv) q∗(c1(Ej) · q∗λ) = λ.
(v) q∗(c1(Ej) · f∗c1(λ)) = ψj .
(vi) q∗q

∗c2(h∗E) = 0.
(vii) q∗(c1(Ej)2) =−ψj .
Proof of Lemma 3.13. –The proof of (i) is analogous to that of the relationp∗(c1(ω)2) = 12λ

(see [18, §3E]). The other formulas are straightforward.✷
Using Lemma 3.12(i) and (iii) and formula (4) forc1(f∗Q), we deduce that

c1
(
E(Y )

)
=
(
g− 2
i− 1

)(
f∗c1(ω)− q∗λ

)
+
(
g − 1
i

)( g−i∑
j=1

c1(Ej)−
g+1∑

j=g−i+1

c1(Ej) +
n∑

j=g+2

c1(Ej)

)
.

Applying Lemma 3.13, we get

q∗
(
c1
(
E(Y )

)2
/2
)
=
(
(8− 2g)

(
g − 2
i− 1

)2

− (n− 2i− 2)
(
g − 2
i− 1

)(
g − 1
i

))
λ

+
(
g− 2
i− 1

)(
g − 1
i

)
(Ψx −Ψy +Ψz)−

1
2

(
g − 1
i

)2

(Ψx +Ψy +Ψz).
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From the above formula forc1(E(Y )) and Lemma 3.13, we get(
1 ∗ ( )) (

g − 2
)

1
(
g − 1

)

he

of

ns

r its
q∗ −
2
f c1(ω) · c1 E(Y ) = (g − 7)

i− 1 λ−
2 i

(Ψx −Ψy +Ψz).

Lemma 3.13(i) gives

q∗

(
1
12

(
g − 1
i

)
f∗c1(ω)2

)
=
(
g− 1
i

)
λ.

From the defining exact sequence ofQ∨ we compute

c2(f∗Q) = q∗c2(h∗E) + f∗c1(ω) ·
(
f∗c1(ω)− q∗λ

)
.

Using now Lemma 3.12(ii) and (iv) and Lemma 3.13, we deduce

q∗c2
(
E(Y )

)
=
(
(8− 2g)

(
g − 2
i− 1

)((
g− 2
i− 1

)
− 1
)
+ (14− 2g)

(
g − 3
i− 1

))
λ

− (n− 2i− 2)
(
g − 2
i− 1

)((
g − 1
i

)
− 1
)
λ

+
(
g − 2
i− 1

)((
g − 1
i

)
− 1
)
(Ψx −Ψy +Ψz)

− 1
2

(
g − 1
i

)((
g − 1
i

)
− 1
)
(Ψx +Ψy +Ψz).

Using these formulas and equation(∗), we finally obtain

c1(F) =
(
(2g− 14)

(
g − 3
i− 1

)
− (n+ g− 2i− 3)

(
g − 2
i− 1

)
+
(
g − 1
i

))
λ

−
(
g − 2
i

)
(Ψx +Ψz)−

(
g − 2
i− 1

)
Ψy.

Since the class ofZ is equal with c1(F ′) − c1(F), we deduce the statement of t
proposition. ✷
3.5. Proof of the main result

We introduce next a divisorD onMg,g+1 which is a global analogue of the preimage
Cg−i−1 − Ci under the difference mapCg−i × Ci+1 → Picg−2i−1(C). This is motivated by
Proposition 3.6, and our goal is roughly speaking to prove a global version of that result.

DEFINITION 3.14. – Forg � 3 and 1 � i � g−1
2 we define the divisorD on Mg,g+1 to

be the locus of smooth pointed curves(C,x1, . . . , xg−i, y1, . . . , yi+1) having a linear seriesg1
g

containingx1 + · · ·+ xg−i in a fiber andy1 + · · ·+ yi+1 in another fiber. Note that this mea
that we can in fact write the line bundleOC(x1 + · · ·+xg−i − y1− · · ·− yi+1) as an element in
Cg−i−1 −Ci.

We consider in what follows the divisorZ , the closure inMg,g+1 of the divisorZ studied
above (we take nown = g + 1, but as we mentioned, this does not affect the formula fo
class). In Section 4 we prove thatD is reduced and thatD ≡Q-lin Z (cf. Theorem 4.1). This
being granted we are in a position to complete the proof of Theorem 3.1:
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Proof of Theorem 3.1. –Note that forg = 3 our assertion is just the statement of Proposition
2.5. Thus we can assumeg � 4. As mentioned aboveD is reduced, and from Proposition 3.6
we see thatsupp(D)⊆ supp(Z ). We get thatZ −D is effective, and in factZ −D = h∗(E),

r,

s

s

l

an
vious

map

n

whereE is an effective divisor onMg and h :Mg,g+1 →Mg is the projection. Moreove
the maph∗ :Pic(Mg)Q → Pic(Mg,g+1)Q is injective (cf. [2]), henceE ≡Q-lin 0. Since the
Satake compactification ofMg has boundary of codimension2 (see e.g. [18, p. 45]) this implie
E = 0, that is,Z = D. ThereforeΘ∧i

QC
is a divisor inPicg−2i−1(C) and the identification

Θ∧i
QC

=Cg−i−1 −Ci holds foreverynonhyperelliptic curveC. ✷

4. A divisor class computation onMg,g+1

In this section we compute the class of the divisorD on Mg,g+1 defined in the previou
section. We start by recalling a few facts about line bundles onMg,n. Let us fixg � 3, n� 0 and
a setN of n elements. Following [2], we identifyMg,n with the moduli spaceMg,N of stable
curves of genusg with marked points indexed byN . We denote byπq :Mg,N∪{q} →Mg,N

the map forgetting the marked point indexed byq. For eachz ∈ N we define the tautologica
classψz = c1(Lz) ∈Pic(Mg,N )Q, whereLz is the line bundle overMg,N whose fiber over the
moduli point [C,{xi}i∈N ] is the cotangent spaceT ∗

xz
(C). Note that although we are using

apparently different definition, theseψ classes are the same as those which appear in the pre
section.

For 0 � i� g andS ⊆N , the boundary divisor∆i:S corresponds to the closure inMg,N of
the locus of nodal curvesC1∪C2, withC1 smooth of genusi,C2 smooth of genusg−i, and such
that the marked points sitting onC1 are precisely those labelled byS. Of course∆i:S =∆g−i:Sc

and we set∆0:S := 0 when|S|� 1. We also consider the divisor∆irr consisting of irreducible
pointed curves with one node. We denote byδi:S ∈ Pic(Mg,n)Q the class of∆i:S and byδirr
that of∆irr. It is well known that the Hodge classλ, δirr, theψz ’s and theδi:S ’s freely generate
Pic(Mg,n)Q (cf. [2]).

For a smooth curveC and for a pencilg1
d onC, we say that an effective divisorE onC is in

a fiber of the pencil if there existsE′ ∈ g1
d such thatE′ −E is an effective divisor.

Recall that forg � 3 and0� i� g−1
2 we have defined the divisorD onMg,g+1 to be the locus

of curves(C,x1, . . . , xg−i, y1, . . . , yi+1) having a linear seriesg1
g containingx1 + · · ·+ xg−i in

a fiber andy1 + · · ·+ yi+1 in another fiber. We denote byD the closure ofD inMg,g+1.
The divisor D comes equipped with a scheme structure induced by the forgetful

G →Mg,g+1. HereG is the variety parametrizing objects[C,>x,>y, l], where>x= (x1, . . . , xg−i)
and>y = (y1, . . . , yi+1) are such that[C,>x,>y ] ∈Mg,g+1 andl is a linear seriesg1

g onC such that

l(−
∑g−i
j=1 xj) �= ∅ andl(−

∑i+1
j=1 yj) �= ∅. It is well-known thatG is smooth of pure dimensio

4g − 3 (see e.g. [1, p. 346]). Note also that there is a natural action ofSg−i × Si+1 onMg,g+1

(and hence onG) by permuting the components of>x and>y separately.
The main result of the section is the following:

THEOREM 4.1. –The divisorD is reduced and its class inPic(Mg,g+1)Q is

[D] =−
((

g − 1
i

)
− 10

(
g− 3
i− 1

))
λ+

(
g − 2
i

)
Ψx +

(
g − 2
i− 1

)
Ψy,

whereΨx =
∑g−i
j=0 ψxj andΨy =

∑i+1
j=0ψyj .

We begin by proving the first part of Theorem 4.1:
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PROPOSITION 4.2. –The divisorD is reduced.

Proof. –Since the varietyG introduced above is smooth, it suffices to show that the projection

urve

by
at

ince

erative

es
n

π :G →Mg,g+1 given byπ([C,>x,>y, l]) = [C,>x,>y ], is generically injective.
We pick a componentX of G ×Mg,g+1 G whose general point corresponds to a marked c

[C,>x,>y ] ∈Mg,g+1 together with twodifferentbase-point-freeg1
g ’s onC, both containing>x and

>y in different fibers. Clearlydim(X ) � 4g − 4 and if we show thatdim(X ) � 4g − 4, then
we are done. For a general point inX we denote byf1, f2 :C → P1 the inducedg-sheeted
maps. We may assume thatf1(>x) = f2(>x) = 0 and f1(>y) = f2(>y) = ∞. The product map
f = (f1, f2) :C → P1 × P1 is birational onto its image andΓ = f(C) will have points of
multiplicity at leastg − i andi+ 1 ata= (0,0) andb= (∞,∞) respectively.

If S =Bl{a,b}(P1×P1) we setγ = gl+gm−(g− i)Ea−(i+1)Eb ∈ Pic(S), wherel andm
are pullbacks of the rulings onP1 ×P1, andEa, Eb are the exceptional divisors. We denote
V (S,γ) the Severi variety of curvesY ⊂ S homologous toγ. The discussion above shows th
X lies in the closure of the image of the rational mapV (S,γ) ��� (G ×Mg,g+1 G)/Sg−i × Si+1

obtained by projectingS onto the two factors. Thusdim(X )� dimV (S,γ)− dimAut(S).
On the other hand an argument identical to that in [1], Proposition 2.4, shows that sS

is a regular surface, every irreducible componentM of V (S,γ) having dimension� g + 1 is
of the expected dimension provided by deformation theory, that is,dim(M) = g − 1− γ ·KS .
Thereforedim(X )� g − 1− γ ·KS − dimAut(S) = 4g− 4. ✷

We will prove the second part of Theorem 4.1 using degeneration techniques and enum
geometry.

4.1. Recap on limit linear series

(Cf. [6].) We recall that for a smooth curveC, a pointp ∈C and a linear seriesl= (L,V ) with
L∈ Picd(C) andV ∈G(r+1,H0(L)), thevanishing sequenceof l atp is obtained by ordering
the set{ordp(σ)}σ∈V , and it is denoted by

al(p): 0� al0(p)< · · ·< alr(p)� d.

Theweightof l atp is defined aswl(p) :=
∑r
i=0(a

l
i(p)− i).

Given a curveC of compact type, alimit grd on C is a collection of honest linear seri
lY = (LY , VY ) ∈ Grd(Y ) for each componentY of C, satisfying the compatibility conditio
that if Y andZ are components ofC meeting atp then

alYi (p) + alZr−i(p)� d for i= 0, . . . , r.

We note that limit linear series appear as limits of ordinary linear series in1-dimensional families
of curves and there is a useful sufficient criterion for a limitgrd to be smoothable(cf. [6,
Theorem 3.4]).

We will need the following enumerative result (cf. [17, Theorem 2.1]):

PROPOSITION 4.3. –Let C be a general curve of genusg, d � g+2
2 and p ∈ C a general

point.
• The number ofg1

d’s on C containing(2d − g)q in a fiber, whereq ∈ C is an unspecified
point, is

b(d, g) = (2d− g − 1)(2d− g)(2d− g +1)
g!

d!(g − d)!
.
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• If β � 1, γ � 1 are integers such thatβ + γ = 2d− g, the number ofg1
d’s onC containing

βp+ γq in a fiber for some pointq ∈C is

pt
ws

em of
t
etric

:

he

r

a
.

c(d, g, γ) =
(
γ2(2d− g)− γ

) g!
d! (g − d)! .

The following simple observation will be used repeatedly:

PROPOSITION 4.4. –Fix y, z ∈N and denote byπz :Mg,N →Mg,N−{z} the map forgetting
the marked point labelled byz. If E is any divisor class onMg,N , then theλ and theψx
coefficients ofE are the same as those of(πz)∗(E · δ0:yz) for all x ∈ {y, z}c.

Proof. –We writeE uniquely as a combination ofλ, tautological classesψy, ψz andψx with
x ∈ {y, z}c and boundary divisors. To express(πz)∗(E · δ0:yz) in Pic(Mg,N−{z})Q we use
that (πz)∗(λ · δ0:yz) = λ, (πz)∗(ψx · δ0:yz) = ψx for x ∈ {y, z}c and that(πz)∗(ψx · δ0:yz) = 0
for x ∈ {y, z}. Moreover we have that(πz)∗(δi:S · δ0:yz) is boundary in all cases exce
that (πz)∗(δ20:yz) = −ψy (cf. [2, Lemma 1.2] and [23, Theorem 2.3]). The conclusion follo
immediately. ✷

By a succession of push-forwards, using Proposition 4.4 we will reduce the probl
computing the class ofD to two divisor class computations inMg,3. The main idea is to le
all the pointsxj and then all the pointsyj come together and understand how the geom
condition definingD changes under degeneration. Recall that byD we denote the closure ofD
inMg,g+1.

We define the following sequence of divisors: starting withD =Dyi+1 , for 1� j � iwe define
inductively the divisorsDyj onMg,g−i+j by

Dyj := (πyj+1)∗(∆0:yjyj+1 ·Dyj+1).

Loosely speaking,Dyj is obtained fromDyj+1 by letting the marked pointsyj andyj+1 come
together. Then we defineDxg−i :=Dy1 and we let the marked pointsx2, . . . , xg−i come together
for 2� j � g− i− 1 we define inductively the divisorsDxj onMg,j+1 by

Dxj := (πxj+1)∗(∆0:xjxj+1 ·Dxj+1).

Proposition 4.4 ensures that theψx1 and theλ coefficients of[D ] are the same as those of[Dx2 ].

PROPOSITION 4.5. –The divisorDx2 is reduced and it is the closure inMg,3 of the locus of
those smooth pointed curves(C,x1, x2, y) for which there exists ag1

g with (i+1)y in a fiber and
x1 + (g − i− 1)x2 in another fiber.

Proof. –For simplicity we will only prove thatDyi is reduced and that it is the closure of t
locus of those smooth pointed curves(C,x1, . . . , xg−i, y1, . . . , yi) for whichx1 + · · ·+xg−i and
y1+ · · ·+yi−1+2yi are in different fibers of the sameg1

g. Then by iteration we will get a simila
statement forDx2 .

Let (X = C ∪q P1, x1, . . . , xg−i, y1, . . . , yi+1) with yi, yi+1 ∈ P1 be a general point in
component ofDyi+1 ∩∆0:yiyi+1 . A standard dimension count shows thatC must be smooth
There exists a limitg1

g onX , sayl = (lC , lP1), together with sectionsσP1 ∈ VP1 andσC , τC ∈
VC , such thatdiv(τC)� x1 + · · ·+xg−i, div(σC)� y1 + · · ·+ yi−1, div(σP1)� yi+ yi+1 and
moreoverordq(σP1) + ordq(σC)� g (apply [6, Proposition 2.2]).

Clearlyordq(σP1 )� g−2, hencediv(σC)� 2q+y1+ · · ·+yi−1. The contraction mapπyi+1

collapsesP1 and identifiesq andyi, so the second part of the claim follows.
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To conclude thatDyi is also reduced we use that bothDyi+1 and∆0:yiyi+1 are reduced and
that they meet transversally. This is because the limitg1

g we found onX is smoothable in such a
way that all ramification is kept away from the nodes (cf. [6, Proposition 3.1]), hence the tangent

s

f

s

s

hat

rves

e
rd

we
spaces toDyi and∆0:yiyi+1 at the intersection point(X,>x,>y) cannot be equal. ✷
In a similar way, by letting first allxj with 1 � j � g − i and then allyj with 2 � j �

i + 1 coalesce, we obtain a reduced divisorDy2 on Mg,3 which is the closure of the locu
of smooth curves(C,x, y1, y2) having ag1

g with (g − i)x and y1 + iy2 in different fibers.
Moreover, theλ and theψy1 coefficients of[D ] coincide with those of[Dy2 ]. Once more
applying Proposition 4.4 it follows that theλ and theψy1 coefficients of[Dy2 ] are the same
as those of(πx)∗([Dy2 ] · δ0:xy2). Similarly, theψx1 coefficient of[Dx2 ] is the same as that o
(πy)∗([Dx2 ] · δ0:x2y).

PROPOSITION 4.6. –We have that

(πx)∗(Dy2 ·∆0:xy2) =
i∑

j=0

Yj ,

where forj < i the reduced divisorYj is the closure inMg,2 of the locus of curves(C,y1, y2)
having ag1

g−j with (g− 2j− 1)y2 + y1 in a fiber, while the reduced divisorYi consists of curve
(C,y1, y2) with ag1

g−i having(g − 2i)y2 in a fiber(and no condition ony1).

Proof. –Once again, let(X = C ∪q P1, x, y1, y2) be a point inDy2 ∩∆0:xy2 , with y1 ∈ C
and x, y2 ∈ P1. Then there exists a limitg1

g, say l = (lC , lP1) on X together with section
σP1 , τP1 ∈ VP1 andσC ∈ VC such thatdiv(σP1) � iy2,div(τP1) � (g − i)x,div(σC) � y1

and moreoverordq(σP1 ) + ordq(σC)� g.
The Hurwitz formula onP1 and the condition defining a limit linear series give t

wlC (q)�wlP1 (x)+wlP1 (y2)� g−2. On the other hand, since(X,x, y1, y2) moves in a family
of dimension� 3g − 2 it follows that (C, q) also moves in a family of dimension� 3g − 3
inMg,1 (i.e. codimension� 1). Since according to [7, Theorem 1.2], the locus of pointed cu
[C, q] ∈Mg,1 carrying ag1

g havingw(q) � g has codimension� 2, we getwlC (q) � g − 1.
There are two possibilities:

(i) wlC (q) = g − 2. Let us denotej = alC0 (q), hence

alC1 (q) = g − 1− j and alCk (q) + a
lP1

1−k(q) = g for k = 0,1.

Thereforej +1= a
lP1
0 (q)� ordq(τP1 )� i. Moreover, since

ordq(σP1)� g − i� g − j − 1,

we obtain thatordq(σC)� j+1, hencediv(σC)� y1 +(g− 1− j)q, that is,lC(−jq) is ag1
g−j

onC with (g − 2j − 1)q+ y1 in a fiber, or equivalently[C,y1, q] ∈ Yj , where0� j � i− 1.
To see that conversely

⋃i−1
j=0 Yj ⊆ (πx)∗(Dy2 · ∆0:xy2) we pick a general pointed curv

(C,y1, q) having ag1
g−j with (g − 2j − 1)q+ y1 in a fiber and we construct a Harris–Mumfo

admissible coveringf :X ′→ B of degreeg, whereX ′ is a curve semistably equivalent toX
defined as above, andB = (P1)1

⋃
t(P

1)2 is the transversal union of two lines (see Fig. 1):
takef|C :C → (P1)1 to be the degreeg − j covering such that(g − 2j − 1)q + y1 ⊆ f∗

|C(t),
while f|P1 :P1 → (P1)2 is the degreeg − j − 1 map containing(g − i)x andiy2 in different
fibers and with(g − 2j − 1)q in the fiber overt. It is clear that there is a unique suchg1

g−j−1 on
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are

ll
Fig. 1.

P1. Furthermore, aty1 we insert a rational curveR mapping isomorphically onto(P1)2 and at
the remainingj points inf−1

|C (t)−{y1, q} we insert rational curves mapping with degree1 onto

(P1)2 while at theg− j points inf−1
|P1(t)−{q} we insert copies ofP1 mapping isomorphically

onto (P1)1. We denote the resulting curve byX ′. If y′1 = f−1
|R (f(y2)), then(X ′, x, y′1, y2) is

stably equivalent to(X,x, y1, y2) andiy2 + y′1 and(g − i)x appear in distinct fibers of theg-
sheeted mapf :X ′→B. Thus we get that[X,x, y1, y2] ∈Dy2 ∩∆0:xy2 .

(ii) wlC (q) = g − 1. We denotealC (q) = alP1 (q) = (j, g − j). Sinceordq(τP1 ) � i we get
thatj � i. NowwlC (q) = g− 1 is already a codimension1 condition onMg,1, so it follows that
ordq(σC) = j, hencediv(σP1)� (g−j)q+iy2. This yieldsi= j anddiv(σP1) = (g−i)q+iy2.
We thus get that[C,y1, q] ∈ Yi.

Conversely, given(C,y1, q) ∈Mg,2 together with ag1
g−i on C with (g − 2i)q in a fiber,

we construct a degreeg admissible coveringf :X ′ → (P1)1 ∪t (P1)2, which will prove
that [C, q, y2] ∈ (πx)∗(Dy2 · ∆0:xy2): we first takef|C :C → (P1)1 of degreeg − i with
(g − 2i)q ⊆ f∗

|C(t). Thenf|P1 :P1 → (P1)2 is of degreeg − i, completely ramified atx and

with f−1
|P1(t) = (g − 2i)q + iy2. At y2 ∈P1 we insert a rational curveR which we mapi : 1 to

(P1)1 such that we have total ramification both aty2 and at the pointy′2 ∈ R characterized by
f|C(y1) = f|R(y′2). Finally, at each of the points inf−1

|C (t)− {q} we insert aP1 which we map

isomorphically onto(P1)2.
Thus we have proved thatsupp(πx)∗(Dy2 ·∆0:xy2) =

⋃i
j=0 supp(Yj). The conclusion now

follows if we notice thatDy2 is reduced and all admissible coverings we constructed
smoothable, henceDy2 ·∆0:xy2 is reduced too. ✷

We have thus reduced the problem of computing[D] to that of computing the class of a
divisorsYj onMg,2 for 0� j � i.

PROPOSITION 4.7. –For 0� j � i we have the following relations inPic(Mg,2)Q:

Yj ≡lin ajλ+ b1jψy1 + b2jψy2 , where

aj =−
g− 2j
g

(
g
j

)
+

10(g− 2j)
g − 2

(
g − 2
j − 1

)
for all 0� j � i,

b1j =
g − 2j − 1
g − 1

(
g− 1
j

)
whenj � i− 1, b1i = 0, b2i =

(g − 2i)3 − (g − 2i)
2g− 2

(
g
i

)
,
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b2j =
(g − 2j − 1)(g3 − g2 − 4g2j +4j2g +2jg− 2j)(g − 2)!

2j!(g− 1)!
for j � i− 1.

.

r

,

n

of
strass

e

and

ther

to
Proof. –We will compute the class ofYj whenj � i−1. The class ofYi is computed similarly
Let us write the following relation inPic(Mg,2)Q:

Yj ≡lin ajλ+ b1jψy1 + b2jψy2 − cjδ0:y1y2 + (other boundary terms).

We use the method of test curves to determine the coefficientsaj , b1j and b2j , that is, we
intersect the classes appearing on both sides of the previous relation with curves insideMg,2. By
computing intersection numbers we obtain linear relations between the coefficientsaj , b1j , b2j .

By Proposition 4.5 we have that

Zj := (πy2)∗(Yj ·∆0:y1y2)≡lin ajλ+ cjψy1 + (boundary).(5)

Using the same reasoning as in Proposition 4.5, we obtain thatZj is the closure inMg,1 of the
locus of curves(C,y1) carrying ag1

g−j with (g − 2j)y1 in a fiber.
In order to determine the coefficientcj we intersect both sides of(5) with a general fibe

F of the mapMg,1 →Mg: we get thatcj = Zj · F/ψy1 · F = b(g − j, g)/(2g − 2) (cf.
Proposition 4.3).

To determineb1j andb2j we use two test curves inMg,2: first, we fix a general curveC of
genusg and we obtain a familyC[1] = {(C,y1, y2)}y1∈C , by fixing a general pointy2 ∈ C and
letting y1 vary onC. From(5), clearlyC[1] · Zj = (2g − 1)b1j + b2j − cj . On the other hand
according to Proposition 4.3C[1] ·Zj = c(g − j, g,1).

For a new relation betweenb1j and b2j we use the test curveC[2] = {(C,y1, y2)}y2∈C in
Mg,2, where this timey1 is a fixed general point whiley2 varies onC. We have the equatio
(2g − 1)b2j + b1j − cj = C[2] · Zj = c(g − j, g, g − 2j − 1), and sincecj is already known we
get in this way bothb1j andb2j .

We are only left with the computation ofaj . From [7, Theorem 4.1] we know that the class
Zj is a linear combination of the Brill–Noether class and of the class of the divisor of Weier
points, that is,Zj ≡lin µBN + νW , where

BN := (g +3)λ− g + 1
6

δirr −
g−1∑
i=1

i(g − i)δi:y1 and

W :=−λ+ g(g+ 1)
2

ψy1 −
g−1∑
i=1

(
g − i+ 1

2

)
δi:y1 .

We already know thatν = 2cj/(g(g + 1)). To determineµ we use the following test curv
in Mg,1: we take a general curveB of genusg − 1 and a general2-pointed elliptic curve
(E,0, y1). We consider the familyB = {Xq = B

⋃
q∼0E,y1}q∈B obtained by identifying

the variable pointq ∈ B with the fixed point0 ∈ E. We easily getB · ψy1 = B · λ = 0,
B · δ1:y1 =−degKB = 4− 2g, whileB vanishes on all the other boundaries. On the other h
B ·Zj is the number of limitg1

g−j ’s on the curvesXq having vanishingg− 2j at the fixed point
y1 ∈E. If l= (lB, lE) is such a linear series, then using again the additivity of the Brill–Noe
numbers (cf. [6, Proposition 4.6]) and the assumption thaty1 − 0 ∈ Pic0(E) is not torsion, we
obtain thatwlB (q) = g − 2j, so eitheralB (q) = (1, g − 2j) or alB (q) = (0, g − 2j + 1). Thus
B · Zj = b(g − j − 1, g − 1) + b(g − j, g − 1) and we can write a new relation enabling us
computeaj . ✷
ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



580 G. FARKAS, M. MUSTAŢǍ AND M. POPA

We can now complete the proof of Theorem 4.1.

Proof of Theorem 4.1. –Let us writeD≡lin Aλ+B1Ψx+B2Ψy , whereΨx :=
∑g−i

j=1 ψxj and∑i+1 ∑i

useful

via

er

e

ntific,

braic

rves,
Ψy := j=1 ψyj . As noticed before, the{λ,Ψy}-part of[D] and the{λ,ψy1}-part of j=0[Yj ]
coincide, hence using Proposition 4.7

A=
i∑

j=0

aj =−
(
g − 1
i

)
+10

(
g− 3
i− 1

)
and

B2 =
i∑

j=0

b1j =
(
g− 2
i− 1

)
.

Finally, to determineB1 one has to compute theψx1 coefficient of the divisorDx2 onMg,3.
Arguing in a way that is entirely similar to Proposition 4.6 we obtain thatB1 = (g−2

i ). ✷
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