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#### Abstract

We introduce orbital functionals $\int$ simultaneously for each commensurability class of orbital surfaces. They are realized on infinitely dimensional orbital divisor spaces spanned by (arithmetic-geodesic real 2dimensional) orbital curves on any orbital surface. We discover infinitely many of them on each commensurability class of orbital Picard surfaces, which are real 4 -spaces with cusps and negative constant Kähler-Einstein metric degenerated along an orbital cycle. For a suitable (Heegner) sequence $\int \mathbf{h}_{N}, N \in \mathbb{N}$, of them we investigate the corresponding formal orbital $q$-series $\sum_{N=0}^{\infty}\left(\int \mathbf{h}_{N}\right) q^{N}$. We show that after substitution $q=\mathrm{e}^{2 \pi \mathrm{i} \tau}$ and application to arithmetic orbital curves $\hat{\mathbf{C}}$ on a fixed Picard surface class the series $\sum_{N=0}^{\infty}\left(\int_{\hat{\mathbf{C}}} \mathbf{h}_{N}\right) \mathrm{e}^{2 \pi \mathrm{i} \tau}$ define modular forms of well-determined fixed weight, level and Nebentypus. The proof needs a new orbital understanding of orbital hights introduced in [12] and Mumford-Fulton's rational intersection theory on singular surfaces in Riemann-Roch-Hirzebruch style. It has to be connected with Zeta and Theta functions of hermitian lines, indefinit quaternionic fields and of a matrix algebra along a research marathon over 75 years represented by Cogdell, Kudla, Hirzebruch, Zagier, Shimura, Schoeneberg and Hecke. Our aim is to open a door to an effective enumerative geometry for complex geodesics on orbital varieties with nice metrics.
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## 1 Introduction

In the monograph [12] we defined orbital hights for orbital curves on orbital surfaces. In the most important cases of orbital hyperbolic surfaces (Picard surfaces), which are real 4-dimensional with cusps with negative constant curvature, the orbital curves appear as geodesics of real dimension 2. The orbital hights are rational numbers explicitly defined in algebraic geometric terms. They can also be expressed by zeta function values, see [7], ch. III, and from the differential geometric viewpoint they are volumes of fundamental domains of discrete subgroups of a unitary group.

In this paper we define groups of orbital divisors and extend the orbital signature hights to functionals $\breve{\mathbf{h}}_{0}$ on the orbital divisor spaces. Additionally, we extend and transfer Mumford-Fulton's rational intersection theory on complex surfaces with (normal) singularities in Riemann-Roch-Hirzebruch style to functionals on the orbital divisor spaces. On orbital Picard surfaces the (arithmeticgeodesic) orbital curves can be normed by positive integers. Using these norms we find all these orbital curves as supports of a well- defined sequence $\mathbf{H}_{N}$, $N \in \mathbb{N}_{+}$, of special orbital (Heegner) divisors. They also define orbital functionals $\check{\mathbf{h}}_{N}$ on orbital divisor spaces, nicely compatibile with finite orbital coverings of orbital surfaces.

Writing $\int \boldsymbol{\beta}$ for an orbital functional $\check{\boldsymbol{\beta}}$ we define formal $q$-series $\sum_{N=0}^{\infty}\left(\int \mathbf{h}_{N}\right) q^{N}$. They are applicable to each orbital curve $\hat{\mathbf{C}}$ on any orbital Picard surface defining a formal Taylor series $\Phi_{\hat{\mathbf{C}}}(q)$ in $q$ with rational coefficients $\check{\mathbf{h}}_{n}(\hat{\mathbf{C}})$, $n=0,1,2,3, \ldots$.

Substituting $q=\mathrm{e}^{2 \pi \mathrm{i} \tau}$ we get convergent series denoted and defined by

$$
\begin{align*}
\Phi_{\hat{\mathbf{C}}}(\tau) & =\sum_{N=0}^{\infty}\left(\int_{\hat{\mathbf{C}}} \mathbf{h}_{\mathbf{N}}\right) q^{N}=\sum_{N=0}^{\infty}\left(\check{\mathbf{h}}_{N}(\hat{\mathbf{C}})\right) q^{N}  \tag{1}\\
& =\check{\mathbf{h}}_{0}(\hat{\mathbf{C}})+\sum_{N=1}^{\infty}\left(\hat{\mathbf{C}} \cdot \mathbf{H}_{N}\right)_{\hat{\mathbf{x}}_{\Gamma}} q^{N} \tag{2}
\end{align*}
$$

on the upper half plane $\mathbb{H}$ with orbital (rational) intersection product $(\cdot)_{\hat{\mathbf{x}}_{\Gamma}}$ on orbital Picard surfaces $\hat{\mathbf{X}}_{\Gamma}$ supported by the Baily-Borel compactification $\hat{X}_{\Gamma}$ of $X_{\Gamma}:=\Gamma \backslash \mathbb{B}, \Gamma$ a Picard modular group acting on the complex two-dimensional unit ball $\mathbb{B}$.

The first sections are dedicated to the construction of orbital functionals and to the proofs of their fundamental properties. At the end of this procedure we can prove that the orbital Heegner series $\Phi_{\hat{\mathbf{D}}}(\tau)$ and $\Phi_{\hat{\mathbf{C}}}(\tau)$ are the same up to a degree factor, if $\hat{\mathbf{D}}$ is a finite orbital covering of $\hat{\mathbf{C}}$. The scaling constant term $\check{\mathbf{h}}_{0}(\hat{\mathbf{C}})$ in (1) is in any case the orbital signature hight of $\hat{\mathbf{C}}$. If we know one Heegner series $\Phi_{\hat{\mathbf{D}}}(\tau)$ and its properties of the orbital covering class of $\hat{\mathbf{C}}$, then we know (essentially) all. For arithmetic orbital curves $\hat{\mathbf{D}}$ on neat Picard surfaces the modular properties of the Heegner series are known by work of Cogdell. It extends now to the general main result 6.6 of this paper, valid for all arithmetic curves on each Picard surface: The Heegner series are modular forms of explicitly determined weight (three), level and Nebentypus. Level group and Nebentypus depend only on the commensurability class of Picard surfaces.

With help of preparing work by Hecke, Schoeneberg, Kudla and Cogdell we are able to connect our series with congruence Theta functions and - via Mellin transformations - with congruence Zeta functions. This will be summerized in the last sections. More precisely, there are three types of such functions we need. Hecke's congruence Theta and Zeta functions of lattices of hermitian lines sit in cusp lattices of Picard surfaces. One needs Hecke's results of 1926; no later explicit reference seems to be possible. The modular curves on Picard surfaces, characterized by the existence of cusps, are closely connected with Theta and Zeta functions of the matrix algebra $\operatorname{Mat}_{2}(\mathbb{Q})$ investigated by Cogdell in [4]. Arithmetic-geodesic curves without cusps are Shimura curves. They are connected with congruence Theta and Zeta functions of indefinit quaternion algebras introduced and investigated by Schoeneberg [22] in 1936 following ideas of Hecke. Their application to Picard curves goes essentially back to Kudla's paper [19] transfering ideas and work of Hirzebruch-Zagier [11] from the Hilbert modular to ball cases.

In section 7 we present an example on the quasi-hyperbolic Picard plane of a Gauß lattice. The Fourier coefficients of the Heegner series are explicitly described in simple arithmetic terms. The N-th coefficient counts our quasigeodesics of fixed norm N up to intersection multiplicities. For a better understanding of our motivations we recommend the reader to look first to the example in Section 7. It is also closely connected with my lectures [13] presented in the Varna Conference of 2001.

## 2 Orbital divisors on orbital surfaces

Let $\hat{X}=X \cup X^{\infty}$ be a complex compact normal algebraic surface with at most quotient and (ball) cusp singularities. These singularities are precisely defined and classified in my monograph [12]. The cusp singularities (including also some marked smooth points) form a finite set $X^{\infty}$ of embedded points. Together with an orbital (see below) Weil divisor

$$
\hat{B}^{1}=v_{1} \hat{C}_{1}+\ldots+v_{r} \hat{C}_{r}, r \geq 0, v_{i} \geq 2
$$

$\hat{C}_{i}$ irreducible, we get an orbital surface $\hat{\mathbf{X}}:=\left(\hat{X}, \hat{B}^{1}\right)$. We fix $\hat{B}^{1}$ and call it the basic divisor of $\hat{\mathbf{X}}$. Orbital (in the global sense) means: There is a Galois covering $\hat{p}_{G}: \hat{Y} \longrightarrow \hat{X}=\hat{Y} / G$ with Galois group $G \subseteq A u t \hat{Y}$ and restriction $p_{G}: Y \longrightarrow X=X / G, Y$ smooth satisfying

## Conditions 2.1

- $\hat{B}^{1}$ is the branch divisor of $\hat{p}_{G}$;
- the ramification index over $\hat{C}_{i}$ coincides with $v_{i}, i=1, \ldots, r$;
- the points of $Y^{\infty}:=\hat{Y} \backslash Y$ are (purely) elliptic singularities;
- the components of the preimage curves $\hat{p}_{G}^{*}\left(\hat{C}_{i}\right)$ are smooth on $Y$;
- their proper transforms on the minimal singularity resolution $Y^{\prime}$ of $\hat{Y}$ have only transversal intersections with the exceptional divisor $T=E(\mu)$ of $\mu: Y^{\prime} \longrightarrow \hat{Y}$, which is a disjoint sum of elliptic curves on $Y^{\prime}$.

Definition 2.2. If the above properties are satisfied, we call $\hat{\mathbf{X}}$ an orbital surface with (defining) basic orbital divisor $\hat{\mathbf{B}}^{1}$, see (8). The coverings $\hat{p}_{G}$ or the restrictions $p_{G}$ are called finite uniformization of $\hat{\mathbf{X}}$ or $\mathbf{X}$, respectively.

We will use the notations

$$
\hat{\mathbf{p}}_{\mathbf{G}}: \hat{\mathbf{Y}} \longrightarrow \hat{\mathbf{X}}, \mathbf{p}_{\mathbf{G}}: \mathbf{Y} \longrightarrow \mathbf{X}
$$

with fat letters in order to signalize the orbital structures. Uniformizations are not uniquely determined by the orbital surface $\hat{\mathbf{X}}$. Notice also, that each finite uniformization defines a commutative diagram

with vertical Galois coverings and horizontal birational morphisms.

Restricting $\hat{p}=\hat{p}_{G}$ to suitable small analytic open neighbourhoods we have around each point $R=\hat{p}(S)$ of $\hat{X}$ a local finite uniformization $\hat{U}_{S} \longrightarrow \hat{V}_{R}=$ $G_{S} \backslash \hat{U}_{S}$ with branch curve (germes) supported by all components $C_{i}$ going through $R$ and corresponding ramification indices $v_{i}$. Via inductive limit we get a local orbital morphism $S \longrightarrow \mathbf{R}$ from the embedded point $S \in \hat{Y}$ to the embedded orbital point

$$
\begin{equation*}
\mathbf{R}=\underset{\leftarrow}{\lim }\left(\hat{V}_{R}, \hat{B}^{1} \text { restricted to } \hat{V}_{R}\right) . \tag{4}
\end{equation*}
$$

An orbital point $\mathbf{R} \in \hat{\mathbf{X}}$ is trivial, iff $R$ is a smooth surface point outside of $\hat{B}^{1}$. In this case we do not distinguish the notations $R$ and $\mathbf{R}$. It is a basic orbital point on $\hat{\mathbf{X}}$, iff $R$ is a singular point of $\hat{X}$ or a singular point of $\hat{B}^{1}$. The basic orbital zero cycle $\hat{\mathbf{B}}^{0}$ of $\hat{\mathbf{X}}$ is defined as the finite formal sum of all basic orbital points of $\hat{\mathbf{X}}$ :

$$
\begin{equation*}
\hat{\mathbf{B}}^{0}=\sum_{\hat{\mathbf{x}} \ni \mathbf{R} \text { basic orbital }} \mathbf{R} \tag{5}
\end{equation*}
$$

Now we want to define orbital curves $\hat{\mathbf{C}}$ on $\hat{\mathbf{X}}$ supported by an irreducible curve $\hat{C}$ on $\hat{X}$. For this purpose we look back to an orbital uniformization $\hat{p}_{G}$ of $\hat{\mathbf{X}}$. The diagram (3) restricts to

where $\hat{D}$ is an (arbitrary) irreducible component of $p_{G}^{-1}(\hat{C})$ and $D^{\prime}$ is the proper transform of $\hat{D}$ on $Y^{\prime}$. We assume the following

Conditions 2.3 • $D^{\prime}$ is a smooth curve;

- $D^{\prime}$ intersects $T=E(\mu)$ transversally at each common point;
- $G D^{\prime}:=\bigoplus_{g \in G} g D^{\prime}$ is a divisor whose support has at most ordinary singularities.

Uniformizations with these properties are called $\hat{C}$ - uniformization of $\hat{\mathbf{X}}$. Each singularity $S$ of $G D^{\prime}$ lying on $D^{\prime}$ is called a $G$-cross point of $D^{\prime}$. If the action of $G_{S}$ on the set of curve germs of $G D^{\prime}$ is not transitive, the we call $S$ a honest $G$-cross point of $D^{\prime}$. These points are projected along $p_{G}^{\prime}$ onto the set of singularities of $G \backslash D^{\prime}$.

$$
\begin{equation*}
\operatorname{Sing} G \backslash D^{\prime}=p_{G}^{\prime}\left(\left\{\text { honest } G \text {-cross points of } D^{\prime}\right\}\right) \tag{7}
\end{equation*}
$$

Obviously, the image points of $\operatorname{Sing} G \backslash D^{\prime}$ on $\hat{X}$ are also curve singularities of $\hat{C}$. These image points are precisely all $\hat{C}$-singularities, which are not resolved by $\varphi$. As in (4) we define for each singularity $R$ of $\hat{C}$ the $\hat{C}$-orbital point $\mathbf{R}$ on $\hat{\mathbf{X}}$ taking into account the branch situation again locally around. The whole set of $\hat{C}$-orbital points on $\hat{\mathbf{X}}$ consists of the $\hat{C}$-orbital points just described and the $\hat{\mathbf{X}}$-orbital points with support on $\hat{C}$.

Definition 2.4. Let $\hat{C} \subset \hat{X}$ be an irreducible curve allowing a $\hat{C}$-uniformization of $\hat{\mathbf{X}}$. The pair

$$
\hat{\mathbf{C}}=\left(v_{\hat{C}} \hat{C} ; \sum_{\hat{C} \ni R \hat{C} \text {-orbital }} \mathbf{R}\right)
$$

with ramification index $v_{\hat{C}} \in \mathbb{N}_{+}$of $p_{G}$ at $\hat{C}$ is called an orbital curve on $\hat{\mathbf{X}}$, and the sum of the second component is the orbital cycle on $\hat{\mathbf{C}}$.

With the conditions 2.1 it is not difficult to see that each component $\hat{C}_{i}$ defines an orbital curve $\hat{\mathbf{C}}_{i}$. These basic orbital curves have common $\hat{C}_{i^{-}}$uniformizations. Namely, each finite $\hat{\mathbf{X}}$ - uniformization is a $\hat{C}_{i}$-uniformization of $\hat{\mathbf{X}}$. We refer to [12] for comparision, where we restricted ourselves essentially to branch curves. The basic orbital divisor of $\hat{\mathbf{X}}$ is the formal sum

$$
\begin{equation*}
\hat{\mathbf{B}}^{1}:=\hat{\mathbf{C}}_{1}+\ldots . .+\hat{\mathbf{C}}_{r}, \tag{8}
\end{equation*}
$$

and the basic orbital cycle of $\hat{\mathbf{X}}$ is defined as formal sum

$$
\hat{\mathbf{B}}:=\hat{\mathbf{B}}^{1}+\hat{\mathbf{B}}^{0}=\hat{\mathbf{C}}_{1}+\ldots+\hat{\mathbf{C}}_{r}+\sum_{\hat{\mathbf{x}} \ni \mathbf{R} \text { basic orbital }} \mathbf{R} .
$$

Definition 2.5 . The group $\mathbf{D i v}_{\mathbb{Z}} \hat{\mathbf{X}}$ of orbital divisors on $\hat{\mathbf{X}}$ is the free abelian group generated by all orbital curves on $\hat{\mathbf{X}}$ :

$$
\operatorname{Div}_{\mathbb{Z}} \hat{\mathbf{X}}=\bigoplus_{\hat{\mathbf{X}} \supset \hat{\mathbf{C}} \text { orbital }} \mathbb{Z} \cdot \hat{\mathbf{C}}
$$

Remark 2.6 . As in [12] we can define orbital curves and orbital points on them purely locally on the given orbital surface $\hat{\mathbf{X}}$ via local intersections along local finite uniformizations.

Let $\hat{\mathbf{X}}$ be an orbital surface. If $R$ belongs to $X^{\infty}$, we call $\mathbf{R}$ an orbital point at infinity or cusp point. The other orbital points $\mathbf{R} \in \hat{\mathbf{B}}^{0}$ are called (honest) finite orbital points or quotient points. Cusp points are supported by cusp singularities, which are locally finite quotients of elliptic points. Quotient points are supported quotient singularities, which are locally finite quotients of smooth surface points. In both cases it may happen that the supporting point is regular.

Heights of orbital curves
Let $\hat{\mathbf{p}}: \hat{Y} \longrightarrow \hat{\mathbf{X}}$ and $\hat{\mathbf{q}}: \hat{Y} \longrightarrow \hat{\mathbf{Z}}$ be finite uniformizations with the same covering surface $\hat{Y}$. If the supporting Galois covering $\hat{p}$ factors though $\hat{q}$, then we call the induced orbital morphism $\hat{\mathbf{Z}} \longrightarrow \hat{\mathbf{X}}$ a finite orbital surface covering. Its restriction $\hat{\mathbf{D}} \longrightarrow \hat{\mathbf{C}}$ to two orbital curves on $\hat{\mathbf{Z}}$ or $\hat{\mathbf{X}}$, respectively, is a finite orbital curve covering, by definition. The orbital surfaces together with such finite orbital coverings $\hat{\mathbf{X}} \longrightarrow \hat{\mathbf{X}}$ as morphisms define the category $\mathbf{O r S f}$ of orbital surfaces. Similarly, we dispose on the category $\mathbf{O r C r}$ of orbital curves with the finite orbital curve coverings as morphisms.

Definition 2.7. A hight on $\mathbf{O r C r}$ is a non-zero map

$$
h: \mathrm{OrCr} \longrightarrow \mathbb{Q}
$$

satisfying

$$
\begin{equation*}
h(\hat{\mathbf{D}})=[\hat{D}: \hat{C}] h(\hat{\mathbf{C}}) \tag{9}
\end{equation*}
$$

for all finite orbital curve coverings $\hat{\mathbf{D}} \longrightarrow \hat{\mathbf{C}}$. Thereby $[\hat{D}: \hat{C}]$ denotes the degree of the underlying curve covering $\hat{D} \longrightarrow \hat{C}$.

In the forthcoming paper [14] we prove explicitly that such orbital curve heights exist. We need only one type of them, namely the signature hights $h_{\tau}(\hat{\mathbf{C}})$ of orbital curves $\hat{\mathbf{C}}$. The explicit formula looks like

$$
\begin{equation*}
h_{\tau}(\hat{\mathbf{C}}):=\frac{1}{v_{\hat{\mathbf{C}}}}\left(\tilde{C}^{2}\right)+\sum h_{\tau}(\mathbf{R}) \tag{10}
\end{equation*}
$$

where the sum runs through all orbital points $\mathbf{R}$ on $\hat{\mathbf{C}}$, and $\tilde{C}$ is the (smooth) proper transform of $\hat{C} \subset \hat{X}$ on a special well-defined $\hat{\mathbf{C}}$ - model of $\hat{X}$, which is smooth along $\tilde{C}$. The contributions $h_{\tau}(\mathbf{R})$ are rational numbers composed by singularity and weight data of R and the basic orbital curves through R. For branch curves of uniformizations the formulas can be already found in [12].

## 3 Orbital functionals

Let $\hat{\mathbf{X}}$ be an orbital surface, $\mathbf{D i v}_{\mathbb{Z}} \hat{\mathbf{X}}$ its orbital divisor group and $F$ a field. We only need the fields $\mathbb{Q}$ and $\mathbb{R}$ of rational and real numbers. The $F$-vector spaces

$$
\operatorname{Div}_{F} \hat{\mathbf{X}}:=F \otimes \mathbf{D i v}_{\mathbb{Z}} \hat{\mathbf{X}}
$$

are infinite dimensional in general, at least for our quasihyperbolic cases $\hat{\mathbf{X}}=$ $\hat{\mathbf{X}}_{\Gamma}$. We call it the $F$-divisor space of $\hat{\mathbf{X}}$.

We correspond to each finite orbital covering $\hat{\mathbf{p}}: \hat{\mathbf{Y}} \rightarrow \hat{\mathbf{X}}$ the $F$-linear map

$$
\hat{p}_{\#}=\hat{p}_{\# F}: \operatorname{Div}_{F} \hat{\mathbf{Y}} \longrightarrow \operatorname{Div}_{F} \hat{\mathbf{X}}
$$

extending $F$-linearly the correspondences $\hat{\mathbf{D}} \mapsto[\hat{D}: \hat{C}] \hat{\mathbf{C}}$, where $\hat{\mathbf{D}}$ is an orbital curve on $\hat{\mathbf{Y}}$ covering the orbital curve $\hat{\mathbf{C}}$ on $\hat{\mathbf{X}}$ supported by $\hat{p}(\hat{D})$. With a little modification we define the orbital direct image homomorphisms using the orbital degree

$$
[\hat{\mathbf{D}}: \hat{\mathbf{C}}]:=\frac{v_{\hat{\mathbf{C}}}}{v_{\hat{\mathbf{D}}}}[\hat{D}: \hat{C}]
$$

instead of the geometric covering degree $[\hat{D}: \hat{C}]$ :

$$
\hat{\mathbf{p}}_{\#}: \operatorname{Div}_{F} \hat{\mathbf{Y}} \longrightarrow \operatorname{Div}_{F} \hat{\mathbf{X}}, \quad \hat{\mathbf{D}} \mapsto \hat{\mathbf{p}}_{\#} \hat{\mathbf{D}}:=[\hat{\mathbf{D}}: \hat{\mathbf{C}}] \hat{\mathbf{C}}
$$

The latter object is called the orbital direct image of $\hat{\mathbf{D}}$. After orbitalization of direct images we want to orbitalize also our hights on $\mathbf{O r C r}$ introduced in the last section.

Definition 3.1 . A (rational) orbital height $\mathbf{h}$ on $\mathbf{O r C r}$ corresponds to each orbital curve $\hat{\mathbf{C}}$ a rational number $\mathbf{h}(\hat{\mathbf{C}})$ such that $\mathbf{h}(\hat{\mathbf{D}})=[\hat{\mathbf{D}}: \hat{\mathbf{C}}] \mathbf{h}(\hat{\mathbf{C}})$ for all orbital curve coverings $\hat{\mathbf{D}} \rightarrow \hat{\mathbf{C}}$.

From any height $h$ on $\mathbf{O r C r}$ satisfying the degree formula (9) it is easy to change to the corresponding orbital height $\mathbf{h}$ setting

$$
\mathbf{h}(\hat{\mathbf{C}}):=\frac{1}{v_{\hat{\mathbf{C}}}} h(\hat{\mathbf{C}})
$$

Namely, from the degree compatibility of $h$ follows immediately

$$
\mathbf{h}(\hat{\mathbf{D}})=\frac{1}{v_{\hat{\mathbf{D}}}} \cdot h(\hat{\mathbf{D}})=\frac{[\hat{D}: \hat{C}]}{v_{\hat{\mathbf{D}}}} h(\hat{\mathbf{C}})=\frac{[\hat{D}: \hat{C}] v_{\hat{\mathbf{C}}}}{\left.v_{h} \hat{\mathbf{D}}\right)} \mathbf{h}(\hat{\mathbf{C}})=[\hat{\mathbf{D}}: \hat{\mathbf{C}}] \mathbf{h}(\hat{\mathbf{C}})
$$

Example 3.2 The signature height $h_{\tau}$ changes in this manner to the orbital signature hight $\mathbf{h}_{\tau}$.

Remark 3.3 We will omit the index $\mathbb{Q}$ in $\mathbf{D i v}_{\mathbb{Q}} \hat{\mathbf{X}}$ keeping this base field extension in mind. This will be also done for the field index $\mathbb{R}$, if there is no danger of misunderstanding.

Now we consider functionals

$$
\mathbf{f}_{\hat{\mathbf{X}}}: \operatorname{Div} \hat{\mathbf{X}} \longrightarrow \mathbf{R}
$$

which are nothing else but linear maps on the orbital divisor spaces.
Definition 3.4 . A set

$$
\check{\mathbf{f}}=\left\{\mathbf{f}_{\hat{\mathbf{X}}} ; \hat{\mathbf{X}} \in \mathbf{O r S f}\right\}
$$

is called an orbital functional on $\mathbf{O r S f}$ iff it is compatible with orbital direct images along finite orbital coverings. This means that $\mathbf{h}_{\hat{\mathbf{X}}} \circ \mathbf{p}_{\#}=\mathbf{h}_{\hat{\mathbf{Y}}}$ holds for all finite orbital coverings $\mathbf{p}: \hat{\mathbf{Y}} \longrightarrow \hat{\mathbf{X}}$.

Example 3.5 . Each orbital height $\mathbf{h}$ on $\mathbf{O r C r}$ extends linearly to an orbital functional $\mathbf{h}$. The extension is done objectwise on each orbital divisor space Div $\hat{\mathbf{X}}$. The compatibility with orbital finite coverings comes from the defining hight property 3.1 for the orbital curves generating the orbital divisor spaces. Especially, the orbital signature hight extends to the orbital signature functional.

It is quite natural to give a relative definition on commensurability classes of OrSf. Commensurability is the smallest equivalence relation putting an orbital surface and any orbital finite covering of it into the same class. The class of $\hat{\mathbf{X}}$ is denoted by $[\hat{\mathbf{X}}]$. We denote the corresponding full subcategory of OrSf by the same symbol. By restriction we define orbital functionals on $[\hat{\mathbf{X}}]$ in obvious manner. In the same manner the commensurability class $[\hat{\mathbf{C}}]$ of an orbital curve $\hat{\mathbf{C}}$ on $\hat{\mathbf{X}}$ is well-defined. It consists of orbital curves on objects of $[\hat{\mathbf{X}}]$. It is also considered as a category with finite orbital curve coverings as morphisms.

Now we fix an infinite sequence

$$
\check{\mathbf{H}}=\left(\check{\mathbf{h}}_{0}, \check{\mathbf{h}}_{1}, \ldots, \check{\mathbf{h}}_{N}, \ldots\right)
$$

of orbital functionals, say with rational values on rational orbital divisors. It defines a very formal series

$$
\check{\mathbf{H}}(q):=\sum_{N=0}^{\infty} \check{\mathbf{h}}_{N} \cdot q^{N}
$$

with a variable q. Applied to orbital curves $\hat{\mathbf{C}}$ we get formal power series

$$
\mathbf{H}_{\hat{\mathbf{C}}}(q):=\sum_{N=0}^{\infty} \mathbf{h}_{N}(\hat{\mathbf{C}}) \cdot q^{N} \in \mathbb{Q}[[q]] .
$$

For orbital finite coverings $\hat{\mathbf{D}} \longrightarrow \hat{\mathbf{C}}$ we get the relations

$$
\begin{equation*}
\mathbf{H}_{\hat{\mathbf{D}}}(q)=[\mathbf{D}: \mathbf{C}] \cdot \mathbf{H}_{\hat{\mathbf{C}}}(q) . \tag{11}
\end{equation*}
$$

Now we substitute $q=\mathrm{e}^{2 \pi \mathrm{i} \tau}, \tau \in \mathbb{H}:=\{z \in \mathbb{C} ; \Im z>0\}$. For suitable sequences of orbital functionals we expect and will construct convergent series (holomorphic functions)

$$
\Phi_{\hat{\mathbf{C}}}(\tau)=\Phi_{\hat{\mathbf{C}}}^{\check{\mathrm{H}}}(\tau):=\sum_{N=0}^{\infty} \mathbf{h}_{N}(\hat{\mathbf{C}}) \cdot \mathrm{e}^{2 \pi \mathrm{i} N \tau}
$$

on the Poincaré upper half plane $\mathbb{H}$. Both, $\mathbf{H}_{\hat{\mathbf{D}}}(q)$ and $\Phi_{\hat{\mathbf{C}}}(\tau)$, are called orbital series of the sequence $\check{\mathbf{H}}$ of orbital functionals.

Definition 3.6 . The sequence $\mathbf{H}$ of orbital functionals is called modular iff for each orbital curve $\hat{\mathbf{C}}$ for which $\check{\mathbf{H}}$ is applicable, the attached series $\Phi_{\hat{\mathbf{C}}}(\tau)$ is a (holomorphic) modular form.

This means that there is a congruence subgroup $\Gamma$ of $\mathbb{S l}_{2}(\mathbb{Z})$ and a positive integer k (weight) such that

$$
\Phi_{\hat{\mathbf{C}}}\left(\frac{a \tau+b}{c \tau+d}\right)=(c \tau+d)^{k} \cdot \Phi_{\hat{\mathbf{C}}}(\tau)
$$

for all $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma$.
Remark 3.7. If $\check{\mathbf{H}}$ is a sequence of orbital functionals on a commensurability class $[\hat{\mathbf{X}}]$ and $\hat{\mathbf{C}}$ is an orbital curve on $\hat{\mathbf{X}}$, then the attached orbital series is uniquely determined up to a rational factor by the orbital series of any representative $\hat{\mathbf{D}}$ of $[\hat{\mathbf{C}}]$. This follows immediately from the relations (11). Especially, the proof of modularity can be done by checking this property for only one representative $\Phi_{\hat{\mathbf{D}}}(\tau)$.

Convention 3.8 . At the end of this section we explain the use of integral sign $\int$ in orbital series as presented in the abstract and introduction. Classical integrals are understood as functionals. Setting

$$
\int_{\hat{\mathbf{C}}} \mathbf{h}:=\mathbf{h}(\hat{\mathbf{C}})
$$

is only a converse style of writing (until now), in order to present orbital series in a more familiar manner with a glance to Fourier series.

Notation 3.9 . The orbital signature hight will be denoted by $\check{\mathbf{h}}_{\mathbf{0}}$ instead of $\check{\mathbf{h}}_{\tau}$. Applied to an orbital curve we identify

$$
\mathbf{h}_{\mathbf{0}}(\hat{\mathbf{C}})=\mathbf{h}_{\tau}(\hat{\mathbf{C}})=\int_{\hat{\mathbf{C}}} \mathbf{h}_{\mathbf{0}}
$$

The notation indicates that we constructed the constant term of modular orbital series. The next section prepares the construction of higher terms.

## 4 Orbital intersection products

We will now introduce a bilinear symmetric rational intersection product

$$
\operatorname{Div} \hat{\mathbf{X}} \times \operatorname{Div} \hat{\mathbf{X}} \longrightarrow \mathbb{Q}
$$

for orbital divisors on orbital surfaces $\hat{\mathbf{X}}$. Via linear extension it suffices to explain $(\hat{\mathbf{C}} \cdot \hat{\mathbf{D}})$ for each pair $\hat{\mathbf{C}}, \hat{\mathbf{D}}$ of orbital curves on $\hat{\mathbf{X}}$. Let $\pi: \tilde{X} \longrightarrow \hat{X}$ be a singularity resolution with exceptional divisor $E=E(\pi)=\sum_{i=1}^{s} E_{i}$ on $\tilde{X}$. The intersection matrix of the irreducible components is negative definite, see [21]. We say that two $\mathbb{Q}$-divisors

$$
A, B \in \operatorname{Div} v_{\mathbb{Q}} \tilde{X}:=\mathbb{Q} \otimes \operatorname{Div} \tilde{X}
$$

are orthogonal, iff its intersection product $(A, B)_{\tilde{X}}$ on $\tilde{X}$ is equal to 0 . In this case we write $A \perp B$. For an arbitrary (irreducible) curve $\hat{C}$ on $\hat{X}$ we define

$$
\pi^{\#}(\hat{C})=\tilde{C}+\sum_{i=1}^{s} \lambda_{i} E_{i}
$$

by the orthogonality conditions

$$
\pi^{\#}(\hat{C}) \perp E_{1}, \ldots, E_{s}
$$

and with proper preimage $\tilde{C}$ of $\hat{C}$ on $\tilde{X}$ and uniquely determined rational coefficients $\lambda_{i}$ by these conditions. By $\mathbb{Q}$-linear extension we get a $\mathbb{Q}$-linear map.

$$
\pi^{\#}: \operatorname{Div}_{\mathbb{Q}} \hat{X}:=\mathbb{Q} \otimes \operatorname{Div} \hat{X} \longrightarrow \operatorname{Div}_{\mathbb{Q}} \tilde{X}
$$

from Weil to Cartier $\mathbb{Q}$-divisors. The rational intersection product of two curves $\hat{C}, \hat{D}$ on $\hat{X}$ is defined as

$$
(\hat{C} \cdot \hat{D})=(\hat{C} \cdot \hat{D})_{\hat{X}}:=\left(\pi^{\#}(\hat{C}) \cdot \pi^{\#}(\hat{D})\right)
$$

Fulton proved in [8], 8.3.11, that this intersection product does not depend on the choice of the singularity resolution $\pi$. Mumford used in [21] the minimal singularity resolution. This works for arbitrary normal compact complex algebraic surfaces $\hat{X}$. By obvious extension we dispose on a $\mathbb{Q}$-bilinear symmetric intersection map

$$
(. \cdot .)_{\hat{X}}: \operatorname{Div}_{\mathbb{Q}} \hat{X} \times \operatorname{Div}_{\mathbb{Q}} \hat{X} \longrightarrow \mathbb{Q}
$$

If $\varphi: X^{\prime} \longrightarrow \hat{X}$ is a birational morphism of normal surfaces with exceptional divisor $E=E(\varphi)=\sum_{i=1}^{s} E_{i}$ on $X^{\prime}$ we can now extend the above considerations in order to define

$$
\varphi^{\#}(\hat{C})=C^{\prime}+\sum_{i=1}^{s} \lambda_{i} E_{i}
$$

by the orthogonality conditions

$$
\varphi^{\#}(\hat{C}) \perp E_{1}, \ldots, E_{s}
$$

Thereby $C^{\prime}$ is the proper transform of the curve $\hat{C}$. Ivinskis proved in [Iv] that the linear extension to $\varphi^{\#}: D i v_{\mathbb{Q}} \hat{X} \longrightarrow D i v_{\mathbb{Q}} X^{\prime}$ behaves functorially, that means

$$
(\varphi \circ \psi)^{\#}=\psi^{\#} \circ \varphi^{\#}
$$

for any birational morphism $\psi$ from another normal surface onto $X^{\prime}$. Applied to singularity resolutions $\psi$ we get the compatibility of $\varphi^{\#}$ with the rational intersection products:

$$
\left(\varphi^{\#} D_{1} \cdot \varphi^{\#} D_{2}\right)_{X^{\prime}}=\left(D_{1} \cdot D_{2}\right)_{\hat{X}}, D_{i} \in \operatorname{Div}_{\mathbb{Q}} \hat{X}, i=1,2
$$

Example 4.1 . A neat orbital surface is an orbital surface with only elliptic singularities, and without basic orbital curves. The exceptional locus $E(\mu)$ of the minimal resolution $\mu: Y^{\prime} \longrightarrow \hat{Y}$ of singularities is a disjoint sum $T=$ $T_{1}+\ldots+T_{h}$ of elliptic curves. For a curve $\hat{D}$ with proper transform $D^{\prime}$ on $Y^{\prime}$ one finds

$$
\begin{equation*}
\mu^{\#}(\hat{D})=D^{\prime}-\frac{\left(D^{\prime} \cdot T_{1}\right)}{\left(T_{1}^{2}\right)} T_{1}-\ldots . .-\frac{\left(D^{\prime} \cdot T_{h}\right)}{\left(T_{h}^{2}\right)} T_{h}=: D^{\prime}+D^{\infty} \tag{12}
\end{equation*}
$$

because this rational divisor is orthogonal to $T_{1}, \ldots, T_{h}$. Since $\mu^{\#} D$ is orthogonal to $T_{1}, \ldots, T_{h}$, the intersection product with $\mu^{\#}(\hat{C})$ for a curve $\hat{C}$ on $\hat{Y}$ is

$$
\begin{aligned}
(\hat{C} \cdot \hat{D})= & \left(\mu^{\#} \hat{C} \cdot \mu^{\#} \hat{D}\right)=\left(\left(C^{\prime}+C^{\infty}\right) \cdot\left(D^{\prime}+D^{\infty}\right)\right)=\left(C^{\prime} \cdot\left(D^{\prime}+D^{\infty}\right)\right) \\
= & \left(C^{\prime} \cdot D^{\prime}\right)+\left(C^{\prime} \cdot D^{\infty}\right)=\left(C^{\prime} \cdot D^{\prime}\right)-\frac{\left(C^{\prime} \cdot T_{1}\right)\left(D^{\prime} \cdot T_{1}\right)}{\left(T_{1}^{2}\right)} \\
& -\ldots-\frac{\left(C^{\prime} \cdot T_{h}\right)\left(D^{\prime} \cdot T_{h}\right)}{\left(T_{h}^{2}\right)}
\end{aligned}
$$

Especially, we obtain

$$
(\hat{C} \cdot \hat{C})=\left(C^{\prime} \cdot C^{\prime}\right)-k_{1}^{2} / s_{1}-\ldots . .-k_{h}^{2} / s_{h}
$$

with

$$
k_{i}=k_{i}(C):=\# C \cap T_{i}=\left(C^{\prime} \cdot T_{i}\right), \quad s_{i}:=\left(T_{i}^{2}\right)
$$

These formulas are valid on the minimal resolution $Y^{\prime}$ of singularities of any Picard modular surface $\hat{Y}=\widehat{\mathbb{B} / \Gamma}$ with neat $\mathbb{B}$-lattice $\Gamma$ and singularity resolving compactification divisor $T=T_{1}+\ldots+T_{h}$.

Now we come back to the orbital surfaces $\hat{\mathbf{X}}$. Take two orbital curves $\hat{\mathbf{C}}, \hat{\mathbf{D}}$ on it and set

$$
(\hat{\mathbf{C}} \cdot \hat{\mathbf{D}})=(\hat{\mathbf{C}} \cdot \hat{\mathbf{D}})_{\hat{\mathbf{x}}}:=\frac{1}{v_{\hat{\mathbf{C}}} v_{\hat{\mathbf{D}}}}(\hat{C} \cdot \hat{D})_{\hat{X}}
$$

We extend also this orbital intersection product to the symmetric bilinear orbital intersection map

$$
(. \cdot)_{\hat{\mathbf{X}}}: \operatorname{Div} \hat{\mathbf{X}} \times \operatorname{Div} \hat{\mathbf{X}} \longrightarrow \mathbb{Q}
$$

We need some functorial properties. Let $\hat{p}: \hat{Y} \longrightarrow \hat{X}$ be a finite covering of degree deg $\hat{p}=[\hat{Y}: \hat{X}]$ of normal surfaces, $\hat{C}_{1}, \hat{C}_{2}$ two (irreducible) curves on $\hat{X}$ and $\hat{p}^{*} \hat{C}_{1}, \hat{p}^{*} \hat{C}_{2}$ their inverse images on $\hat{Y}$. Then the degree formula

$$
\begin{equation*}
\left(\hat{p}^{*} \hat{C}_{1} \cdot \hat{p}^{*} \hat{C}_{2}\right)=[\hat{Y}: \hat{X}] \cdot\left(\hat{C}_{1} \cdot \hat{C}_{2}\right) \tag{13}
\end{equation*}
$$

is valid. The proof can be found in [17], p. 38. The formula extends bilinearly to any pair of (Weil) $\mathbb{Q}$-divisors on $X$. We remember that

$$
\begin{equation*}
\hat{p}^{*} \hat{C}=\sum_{\hat{D}_{i} \rightarrow \hat{C}} v_{i} \hat{D}_{i}=\sum_{i=1}^{h} v_{i} \hat{D}_{i} \tag{14}
\end{equation*}
$$

where $v_{i}$ is the ramification index of $\hat{p}$ at the irreducible component $\hat{D}_{i}$ of $\hat{p}^{*} \hat{C}$. It holds that

$$
\begin{equation*}
[\hat{Y}: \hat{X}]=d_{1} v_{1}+d_{2} v_{2}+\ldots . .+d_{h} v_{h}, d_{i}:=\left[\hat{D}_{i}: \hat{C}\right] . \tag{15}
\end{equation*}
$$

As a corollary one gets the projection formula

$$
\left(\hat{p}_{\#} \hat{D} \cdot \hat{C}^{\prime}\right)=\left(\hat{D} \cdot \hat{p}^{*} \hat{C}^{\prime}\right)
$$

for curves $\hat{C}=f(\hat{D}), \hat{C}^{\prime}=f\left(D^{\prime}\right)$ on $\hat{X}$ and $\hat{D}, D^{\prime}$ on $\hat{Y}$. Thereby the direct image is defined by

$$
\begin{equation*}
\hat{p}_{\#} \hat{D}:=[\hat{D}: f(\hat{D})] f(\hat{D})=[\hat{D}: \hat{C}] \cdot \hat{C} \tag{16}
\end{equation*}
$$

The projection formula is well-known for divisors on smooth surfaces. For the sake of completeness we prove it for Galois coverings $\hat{p}: \hat{Y} \longrightarrow \hat{X}=\hat{Y} / G, G=$ $\operatorname{Gal}(Y / X)$. Then we have $v=v_{i}$ in (14), $d=d_{i}$ in (15), hence $[\hat{Y}: \hat{X}]=v d h$. From the degree formula (13) we get
$[\hat{Y}: \hat{X}]\left(\hat{C} \cdot \hat{C}^{\prime}\right)=\left(\hat{p}^{*} \hat{C} \cdot \hat{p}^{*} \hat{C}^{\prime}\right)=v\left(\hat{D}_{1} \cdot \hat{p}^{*} \hat{C}^{\prime}\right)+\ldots .+v\left(\hat{D}_{h} \cdot \hat{p}^{*} \hat{C}^{\prime}\right)=v h\left(\hat{D} \cdot \hat{p}^{*} \hat{C}^{\prime}\right)$.
We used the $G$-invariance of $\hat{p}^{*} C^{\prime},\left\{\hat{D}_{i} ; i=1, \ldots, h\right\}$ and of the intersection product on $\hat{Y}$. On the other hand the Definition (16) of direct images yields

$$
[\hat{Y}: \hat{X}]\left(\hat{C} \cdot \hat{C}^{\prime}\right)=\frac{v d h}{d}\left(\hat{p}_{\#} \hat{D} \cdot \hat{C}^{\prime}\right)
$$

Now the projection formula follows by comparision.

Now we define for orbital finite surface coverings $\hat{\mathbf{p}}: \hat{\mathbf{Y}} \longrightarrow \hat{\mathbf{X}}$ the orbital preimage

$$
\hat{\mathbf{p}}^{-1}(\hat{\mathbf{C}}):=\hat{\mathbf{D}}_{1}+\ldots+\hat{\mathbf{D}}_{h}
$$

of orbital curves on $\hat{\mathbf{X}}$ with the notations of (14).
If $\hat{p}$ is a Galois covering, then $v_{i}=v(\hat{p})=: v, i=1, \ldots, h$ in (14). Uniformizing $\hat{\mathbf{p}}$, which is possible by definition of finite orbital coverings, we see that $v_{\hat{\mathbf{C}}}=$ $v \cdot v_{\hat{\mathbf{D}}}$. Therefore the identity

$$
\hat{p}^{*} \hat{C}=\frac{v_{\hat{\mathbf{C}}}}{v_{\hat{\mathbf{D}}}} \sum_{i=1}^{h} \hat{D}_{i}=\frac{v_{\hat{\mathbf{C}}}}{v_{\hat{\mathbf{D}}}} \hat{p}^{-1} \hat{C}
$$

holds in all Galois cases. We give the following orbital version of the projection formula

Proposition 4.2 . For the finite orbital covering $\hat{\mathbf{p}}: \hat{\mathbf{Y}} \longrightarrow \hat{\mathbf{X}}$ supporting the orbital curve covering $\hat{\mathbf{D}} \rightarrow \hat{\mathbf{C}}$ it holds that

$$
\begin{equation*}
\left(\hat{\mathbf{D}} \cdot \hat{\mathbf{p}}^{-1} \hat{\mathbf{C}}^{\prime}\right)=[\hat{\mathbf{D}}: \hat{\mathbf{C}}]\left(\hat{\mathbf{C}} \cdot \hat{\mathbf{C}}^{\prime}\right) \tag{17}
\end{equation*}
$$

for each orbital curve $\hat{\mathbf{C}}^{\prime}$ on $\hat{\mathbf{X}}$.

Proof. If $\hat{\mathbf{p}}$ is supported by a Galois covering $\hat{p}$, then

$$
\begin{aligned}
\left(\hat{\mathbf{D}} \cdot \hat{\mathbf{p}}^{-1} \hat{\mathbf{C}}^{\prime}\right) & =\frac{1}{v_{\hat{\mathbf{D}}^{v_{\hat{\mathbf{D}}^{\prime}}}}}\left(\hat{D} \cdot \hat{p}^{-1} \hat{C}^{\prime}\right)=\frac{1}{v_{\hat{\mathbf{D}}^{v}} v_{\hat{\mathbf{C}}^{\prime}}}\left(\hat{D} \cdot \frac{v_{\hat{\mathbf{C}}^{\prime}}}{v_{\hat{\mathbf{D}}^{\prime}}} \hat{p}^{-1} \hat{C}^{\prime}\right) \\
& =\frac{1}{v_{\hat{\mathbf{D}} v_{\hat{\mathbf{C}}^{\prime}}}}\left(\hat{D} \cdot \hat{p}^{*} \hat{C}^{\prime}\right)=\frac{[\hat{D}: \hat{C}]}{v_{\hat{\mathbf{D}}^{v}} v_{\hat{\mathbf{C}}^{\prime}}}\left(\hat{C} \cdot \hat{C}^{\prime}\right) \\
& =\frac{[\hat{\mathbf{D}}: \hat{\mathbf{C}}]}{v_{\hat{\mathbf{C}}^{v}}{\hat{\mathbf{C}^{\prime}}}^{\prime}}\left(\hat{C} \cdot \hat{C}^{\prime}\right)=[\hat{\mathbf{D}}: \hat{\mathbf{C}}]\left(\hat{\mathbf{C}} \cdot \hat{\mathbf{C}}^{\prime}\right)
\end{aligned}
$$

Now let $\hat{\mathbf{p}}$ be an arbitrary finite orbital covering. We take uniformizations

$$
\hat{\mathbf{u}}: \hat{\mathbf{Z}} \xrightarrow{\hat{\mathbf{q}}} \hat{\mathbf{Y}} \xrightarrow{\hat{\mathbf{p}}} \hat{\mathbf{X}}, \quad \hat{\mathbf{E}} \longrightarrow \hat{\mathbf{D}} \longrightarrow \hat{\mathbf{C}}
$$

For $\hat{\mathbf{u}}$ and $\hat{\mathbf{q}}$ we are in the Galois situation. Therefore

$$
\begin{aligned}
\left(\hat{\mathbf{E}} \cdot \hat{\mathbf{u}}^{-1} \hat{\mathbf{C}}^{\prime}\right) & =[\hat{\mathbf{E}}: \hat{\mathbf{C}}]\left(\hat{\mathbf{C}} \cdot \hat{\mathbf{C}}^{\prime}\right) \\
\left(\hat{\mathbf{E}} \cdot \hat{\mathbf{q}}^{-1}\left(\hat{\mathbf{p}}^{-1} \hat{\mathbf{C}}^{\prime}\right)\right) & =[\hat{\mathbf{E}}: \hat{\mathbf{D}}]\left(\hat{\mathbf{D}} \cdot \hat{\mathbf{p}}^{-1} \hat{\mathbf{C}}^{\prime}\right)
\end{aligned}
$$

The left-hand sides coincide and

$$
\frac{[\hat{\mathbf{E}}: \hat{\mathbf{D}}]}{[\hat{\mathbf{E}}: \hat{\mathbf{C}}]}=[\hat{\mathbf{D}}: \hat{\mathbf{C}}]
$$

Now (17) follows immediately.

Let us write $\hat{\mathbf{p}}^{\#}$ for the linear extension of $\hat{\mathbf{p}}^{-1}$ from orbital curves to the orbital divisor groups. We dispose on linear homomorphisms

$$
\hat{\mathbf{p}}^{\#}: \operatorname{Div} \hat{\mathbf{X}} \longrightarrow \operatorname{Div} \hat{\mathbf{Y}}, \hat{\mathbf{p}}_{\#}: \operatorname{Div} \hat{\mathbf{Y}} \longrightarrow \operatorname{Div} \hat{\mathbf{X}}
$$

with nice functorial behaviour. Namely, for $\mathbf{A} \in \operatorname{Div} \hat{\mathbf{X}}$ and $\hat{\mathbf{D}} \in \operatorname{Div} \hat{\mathbf{Y}}$ the relations (17) extend bilinearly to the

Orbital Projection Formula:

$$
\begin{equation*}
\left(\hat{\mathbf{p}}_{\#} \hat{\mathbf{D}} \cdot \mathbf{A}\right)_{\hat{\mathbf{X}}}=\left(\hat{\mathbf{D}} \cdot \hat{\mathbf{p}}^{\#} \mathbf{A}\right)_{\hat{\mathbf{Y}}} \tag{18}
\end{equation*}
$$

Theorem 4.3. Let $\hat{\mathbf{X}}$ be an orbital surface. Each orbital divisor $\mathbf{A}$ on it defines an orbital functional $\breve{\mathbf{h}}_{\mathbf{A}}$ on the relative category $\mathbf{O r S f}_{\hat{\mathbf{X}}}$ of all orbital surfaces $\hat{\mathbf{Y}}$ covering $\hat{\mathbf{X}}$. It extends linearly the basic correspondence

$$
\hat{\mathbf{D}} \mapsto \mathbf{h}_{\mathbf{A}}(\hat{\mathbf{D}}):=\left(\hat{\mathbf{D}} \cdot \hat{\mathbf{p}}^{\#} \mathbf{A}\right)_{\hat{\mathbf{Y}}}
$$

for orbital curves $\hat{\mathbf{D}} \subset \hat{\mathbf{Y}}$ along orbital finite surface coverings $\hat{\mathbf{p}}: \hat{\mathbf{Y}} \longrightarrow \hat{\mathbf{X}}$.

## 5 Arithmetic orbital divisors

Let $K$ be a fixed imaginary quadratic number field with ring of integers $\mathfrak{O}=\mathfrak{O}_{K}$. A Picard lattice (over $\mathfrak{O}$ ) is a hermitian $\mathfrak{O}$-lattice $\Lambda$ with a hermitian form $<.,>: \Lambda \times \Lambda \longrightarrow \mathfrak{O}$ of signature (2,1). A Picard modular group corresponding to $\Lambda$ is a subgroup $\Gamma$ of $A u t V$ commensurable with the automorphism group $\Gamma_{1}:=\Gamma_{1}(\Lambda)$ of $\Lambda$, called the full Picard modular group of $\Lambda$. The lattice defines the the hermitian $K$ - or $\mathbb{C}$-vector spaces $V:=\mathbb{Q} \otimes \Lambda$ or $V_{\mathbb{R}}:=\mathbb{R} \otimes V$, respectively, isomorphic to $K^{3}$ respectively $\mathbb{C}^{3}$ (forgetting the hermitian structure). Through the paper we will use the notations

$$
\begin{aligned}
\Lambda^{-} & :=\{\lambda \in \Lambda ;<\lambda, \lambda><0\}, \Lambda^{+}:=\{\lambda \in \Lambda ;<\lambda, \lambda \gg 0\} \\
\Lambda^{0} & :=\{\lambda \in \Lambda ;<\lambda, \lambda>=0\} ; \\
V^{-} & :=\{v \in V ;<v, v><0\}, V^{+}:=\{v \in V ;<v, v \gg 0\} \\
V^{0} & :=\{v \in V ;<v, v>=0\} ; \\
V_{\mathbb{R}}^{-} & :=\left\{v \in V_{\mathbb{R}} ;<v, v><0\right\}, V_{\mathbb{R}}^{+}:=\left\{v \in V_{\mathbb{R}} ;<v, v \gg 0\right\}, \\
V_{\mathbb{R}}^{0} & :=\left\{v \in V_{\mathbb{R}} ;<v, v>=0\right\} ;
\end{aligned}
$$

The corresponding elements are called negative, positive, or isotrope, respectively. Projectivising we get embeddings

$$
\mathbb{B}:=\mathbb{P} V_{\mathbb{R}}^{-} \subset \mathbb{P} V_{\mathbb{R}}=\mathbb{P}^{2}, \partial \mathbb{B}=\mathbb{P} V_{\mathbb{R}}^{0} \subset \mathbb{P}^{2}
$$

The elements of

$$
\partial_{K} \mathbb{B}:=\mathbb{P}^{2}(K) \cap \partial \mathbb{B}
$$

are called ( $K$-)rational boundary points of $\mathbb{B}$.
$\mathbb{B}$ is isomorphic to the standard complex unit ball $\left\{\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2} ;\left|z_{1}\right|^{2}+\right.$ $\left.\left|z_{2}\right|^{2}<1\right\}$. The elements of the Picard modular group $\Gamma \subset \mathbb{U}\left(V_{\mathbb{R}}\right) \cong \mathbb{U}((2,1), \mathbb{C})$ act on $\mathbb{B}$ by fractional linear transformations via embedding

$$
\mathbb{P} \Gamma \subset \mathbb{P} \mathbb{G} l\left(V_{\mathbb{R}}\right) \cong \mathbb{P} \mathbb{G} l_{3}(\mathbb{C})
$$

This action is properly discontineous. The Picard modular groups $\Gamma$ are arithmethmetic ball lattices. The quotient surface $X_{\Gamma}:=\Gamma \backslash \mathbb{B}$ and its Baily-Borel compactifications $\hat{X}_{\Gamma}$ is called the Picard modular surface of $\Gamma$. The compactification locus consists of finitely many normal points coming from rational boundary points, precisely:

$$
\hat{X}_{\Gamma}=\hat{X}_{\Gamma} \sqcup \Gamma \backslash \partial_{K} \mathbb{B}
$$

Endowed with the compactified branch divisor of the infinite locally finite covering $p_{\Gamma}: \mathbb{B} \longrightarrow X_{\Gamma}$ we get the orbital Picard surfaces $\mathbf{X}_{\Gamma}$ and $\hat{\mathbf{X}}_{\Gamma}$. Each sublattice $\Gamma^{\prime}$ of $\Gamma$ induces an orbital finite covering $\hat{\mathbf{X}}_{\Gamma^{\prime}} \longrightarrow \hat{\mathbf{X}}_{\Gamma}$. If $\Gamma^{\prime}$ is a neat sublattice of $\Gamma$, then we write $\hat{X}_{\Gamma^{\prime}}$ instead of $\hat{\mathbf{X}}_{\Gamma^{\prime}}$ because $p_{\Gamma^{\prime}}$ is a universal covering, which has no ramification. If, moreover, $\Gamma^{\prime}$ is a normal subgroup of $\Gamma$, then $\hat{X}_{\Gamma^{\prime}} \longrightarrow \hat{\mathbf{X}}_{\Gamma}$ is a finite uniformization with Galois group $G=\Gamma / \Gamma^{\prime}$.

Let $L$ be a line in $\mathbb{P}^{2}$ defined over $K$ ( $K$-line). A $K$-disc $\mathbb{D}$ on $\mathbb{B}$ is a non-void intersection of $\mathbb{B}$ with a $K$-line. The group $N_{\Gamma}(\mathbb{D})$ of all elements of $\Gamma$ acting on $\mathbb{D}$ is an arithmetic $\mathbb{D}$-lattice. Conversely, each linear subdisc $\mathbb{D}$ of $\mathbb{B}$, for which $N_{\Gamma}(\mathbb{D})$ is a $\mathbb{D}$-lattice, must be a $K$-disc. An arithmetic curve on $\hat{X}_{\Gamma}$ is the closure $\widehat{\Gamma \backslash \mathbb{D}}$ of a quotient curve $\Gamma \backslash \mathbb{D} \subset X_{\Gamma}, \mathbb{D}$ a $K$ - disc. The corresponding orbital arithmetic curve is denoted by $\widehat{\Gamma \backslash \mathbb{D}}$. The notations are justified by the following

Proposition 5.1 . Each arithmetic curve $\hat{C}=\widehat{\Gamma \backslash \mathbb{D}}$ on $\hat{X}_{\Gamma}$ has a $\widehat{\Gamma \backslash \mathbb{D}}$-uniformization realized by a surface $\hat{X}_{\Gamma^{\prime}}$ with a suitable neat normal sublattice $\Gamma^{\prime}$ of $\Gamma$. Therefore arithmetic curves are orbital in the global sense.

This has been proved in [12], Prop. 4.4.12. Namely, we constructed there $\mathbb{D}$ neat ball lattices $\Gamma^{\prime}$ by means of principal congruence subgroups. The curve $\hat{D}=\widehat{\Gamma^{\prime} \backslash \mathbb{D}}$ satisfies the conditions 2.3 by definitions.

The ball $\mathbb{B}$ has a hermitian metric with negative constant holomorphic sectional curvature (hyperbolic, Bergman metric). For the explicit construction we refer to [1]. The above subdiscs are geodesics. These structures go down to $X_{\Gamma}$ and $\Gamma \backslash \mathbb{D}$, if $\Gamma$ is neat and the curve smooth. In general we have to move some curves and points (branch locus, degeneration locus) from $X_{\Gamma}$ to preserve this nice metric together with the geodesic property of the embedded quotient curve. We say that $X_{\Gamma}$ has a quasi-hyperbolic structure and $\Gamma \backslash \mathbb{D}$ is quasi-geodesic, in general. There exists a finite covering with complete hyperbolic structure and complete geodesic covering of $\Gamma \backslash \mathbb{D}$.

The orbital curves have moduli but the arithmetic curves are rigid by the arithmetic nature of definition: you cannot move $K$-discs on $\mathbb{B}$ without leaving this set.

Definition 5.2 . The group of orbital arithmetic divisors Div ${ }^{a r} \hat{\mathbf{X}}_{\Gamma}$ is the free abelian subgroup of $\operatorname{Div} \hat{\mathbf{X}}_{\Gamma}$ generated by all orbital arithmetic curves on $\hat{\mathbf{X}}_{\Gamma}$.

Theorem 5.3 . Let $\check{h}$ be the signatur functional of the divisor functor on $\mathbf{O r S f}$ and $\hat{\mathbf{C}}=\widehat{\boldsymbol{\Gamma} \backslash \mathbb{D}}$ the orbital arithmetic curve on $\hat{\mathbf{X}}_{\Gamma}$ of the $K$ - disc $\mathbb{D} \subset \mathbb{B}$. The signature hight of $\hat{\mathbf{C}}$ is the half of the Euler-Poincar volume of of $a \Gamma_{\mathbb{D}}$-fundamental domain on $\mathbb{D}$ :
(i) $h_{\tau}(\hat{\mathbf{C}})=\frac{1}{2} \operatorname{vol}_{E P}\left(\Gamma_{\mathbb{D}}\right)<0$;
(ii) The orbital signature hight is $\mathbf{h}_{\mathbf{0}}(\hat{\mathbf{C}})=\frac{1}{2 v_{\hat{\mathbf{C}}}} \operatorname{vol}_{E P}\left(\Gamma_{\mathbb{D}}\right)<0$.

Proof. From the first formula the second follows by definition of the orbital signature. For the first we dispose on a Proportionality Theoerem characterizing orbital ball quotients and orbital disc quotients $\hat{\mathbf{C}}$ on them, see [12], ch. IV,

Theorem 4.9.2. In this monograph we introduced also orbital Euler heights $h_{e}$ for orbital curves denoted by $\mathbf{e}_{\mathbf{f}}$ there. Then the (Prop 1)-part of the theorem says in our terms that $h_{e}(\hat{\mathbf{C}})=2 h_{\tau}(\hat{\mathbf{C}})<0$. Moreover, we know from [12], Prop. 4.7.4, that $h_{e}(\hat{\mathbf{C}})=\operatorname{vol}_{E P}\left(\Gamma_{\mathbb{D}}\right)<0$.

Now we restrict our orbital divisor functor to the subcategory $\operatorname{OrSf}(\Lambda)$ of orbital Picard surfaces of a fixed Picard-lattice $\Lambda$. In this category we do not allow other morphisms than finite orbital coverings $\hat{\mathbf{p}}: \hat{\mathbf{X}}_{\Gamma^{\prime}} \longrightarrow \hat{\mathbf{X}}_{\Gamma}$ corresponding to Picard modular groups $\Gamma^{\prime} \subset \Gamma$ of $\Lambda$. The main purpose for the restriction to $\operatorname{OrSf}(\Lambda)$ is to get more orbital functionals $\mathbf{h}$ defined only there, not extendable to OrSf. We will call them arithmetic orbital functionals.

## 6 Orbital Heegner series

Let $\mathbb{D}=\mathbb{B} \cap L$ be the $K$-disc with $K$-line $L$ on $\mathbb{P}^{2}$. Each $K$-line is the projectivization $L_{\mathfrak{a}}:=\mathbb{P} \mathfrak{a}^{\perp}, \mathfrak{a}^{\perp}$ the (indefinite) orthogonal complementary subspace of $\mathbb{C a}$ in $V_{\mathbb{R}}$, where $\mathfrak{a}$ belongs to $V^{+}$, see section 5 . All elements of the $K$-line $K \mathfrak{a}$ define the same $K$-line $L_{\mathfrak{a}}$ and the same $K$-disc $\mathbb{D}=\mathbb{D}_{\mathfrak{a}}=\mathbb{B} \cap L_{\mathfrak{a}}$. So we can and will assume that $\mathfrak{a} \in \Lambda^{+}$. We fix $\Lambda$ and set for positive integers $N$

$$
\begin{aligned}
\Lambda^{(N)} & :=\{\lambda \in \Lambda ;<\lambda, \lambda>=N\} \\
\mathcal{D}^{(N)} & :=\left\{\mathbb{D}_{\mathfrak{a}} ; \mathfrak{a} \in \Lambda^{(N)}\right\}
\end{aligned}
$$

Definition 6.1 . The $N$-th orbital Heegner divisor on $\hat{X}_{\Gamma}$, is the orbitalized reduced Weil divisor

$$
\begin{equation*}
\mathbf{H}_{\mathbf{N}}(\Gamma)=\mathbf{H}_{\mathbf{N}}(\Lambda, \Gamma):=\sum_{\mathcal{D}^{(N)} \ni \mathbb{D} \bmod \Gamma} \widehat{\Gamma \backslash \mathbb{D}} \tag{19}
\end{equation*}
$$

For neat lattices $\Gamma^{\prime}$ it is the same to write

$$
\begin{equation*}
H_{N}\left(\Gamma^{\prime}\right)=\mathbf{H}_{\mathbf{N}}\left(\Gamma^{\prime}\right)=\sum_{\Lambda^{(N)} \ni \mathfrak{a} \bmod \Gamma^{\prime}} \widehat{\Gamma^{\prime} \backslash \mathbb{D}_{\mathfrak{a}}} \tag{20}
\end{equation*}
$$

because $\gamma(\mathfrak{a})=c \cdot \mathfrak{a}, \gamma \in \Gamma, c \in \mathbb{C}$, implies $c=1$. Namely, $c$ must be a unit root in this case. But a non-trivial unit root cannot be an eigenvalue of an element of $\Gamma$ by the definition of neat groups. Therefore $\mathfrak{a}$ and $\mathfrak{b}$ are $\Gamma$-equivalent iff $\mathbb{D}_{\mathfrak{a}}$ and $\mathbb{D}_{\mathfrak{b}}$ are.

For each sublattice $\Gamma^{\prime}$ of $\Gamma$ and the corresponding finite covering $p: \hat{X}_{\Gamma}^{\prime} \rightarrow \hat{X}_{\Gamma}$ it holds that

$$
\begin{equation*}
\mathbf{H}_{\mathbf{N}}\left(\Gamma^{\prime}\right)=\mathbf{p}^{\#} \mathbf{H}_{\mathbf{N}}(\Gamma) \tag{21}
\end{equation*}
$$

because $\mathbf{p}^{\#}$ is the linear extension of $\mathbf{p}^{-1}$.

Theorem 6.2 . The orbital intersection functionals

$$
\mathbf{h}_{N, \Gamma}: \operatorname{Div} \hat{\mathbf{X}}_{\Gamma} \longrightarrow \mathbb{Q}, \quad \mathbf{A} \mapsto \int_{\mathbf{A}} \mathbf{h}_{N}=\left(\mathbf{A} \cdot \mathbf{H}_{\mathbf{N}}(\Gamma)\right)
$$

form an orbital functional $\check{\mathbf{h}}=\int \mathbf{h}$ on $\mathbf{O r S f}(\Lambda)$.
Proof. As in the proof of Theorem 4.3 we use the Orbital Projection Formula (18) in order to check the $\mathbf{p}_{\#}$-compatibility for finite coverings $p$ as above. With (21) one really gets

$$
\left(\mathbf{p}_{\#} \hat{\mathbf{D}} \cdot \mathbf{H}_{\mathbf{N}}(\Gamma)\right)=\left(\hat{\mathbf{D}} \cdot \mathbf{p}^{\#} \mathbf{H}_{\mathbf{N}}(\Gamma)\right)=\left(\hat{\mathbf{D}} \cdot \mathbf{H}_{\mathbf{N}}\left(\Gamma^{\prime}\right)\right)
$$

for each $\hat{\mathbf{D}} \in \operatorname{Div} \hat{\mathbf{X}}_{\boldsymbol{\Gamma}^{\prime}}$.

The orbital functional $\check{\mathbf{h}}$ of Theorem 6.2 with the characteristic property

$$
\begin{equation*}
\mathbf{h}_{\mathbf{N}}(\hat{\mathbf{D}})=[\hat{\mathbf{D}}: \hat{\mathbf{C}}] \cdot \mathbf{h}_{\mathbf{N}}(\hat{\mathbf{C}}) \tag{22}
\end{equation*}
$$

for orbital curve coverings $\hat{\mathbf{D}} \rightarrow \hat{\mathbf{C}}$ is called the orbital Heegner functional on $\operatorname{OrSf}(\Lambda)$

Together with the orbital signature functional $\check{\mathbf{h}}_{0}$ we dispose now on a welldefined sequence $\check{\mathbf{H}}$ of orbital Heegner functionals $\check{\mathbf{h}}_{N}, N=0,1,2,3, \ldots$ on each category $\operatorname{OrSf}(\Lambda)$ of orbital Picard surfaces.
Remark 6.3 . Observe that the $N$-th orbital Heegner divisors and functionals for $N>0$ depend on the norm sets of $K$-discs on $\mathbb{B}$. These norm sets have been choosen by means of hermitian lattice $\Lambda$ we started with in section 5. So we should write more precisely $\check{\mathbf{h}}_{N, \Lambda}$ instead of $\check{\mathbf{h}}_{N}$ only. But we will fix $K$ and $\Lambda$ and keep it in mind in order to simplify the notations.

Definition 6.4 . We call

$$
\check{\mathbf{H}}(q)=\check{\mathbf{H}}^{\Lambda}(q):=\sum_{N=0}^{\infty} \check{\mathbf{h}}_{N} q^{N}=\check{\mathbf{h}}_{0}(\mathbf{A})+\sum_{N=1}^{\infty} q^{N} \int \mathbf{h}_{N}
$$

the orbital Heegner series of the Picard lattice $\Lambda$. The series

$$
\operatorname{Heeg}_{\mathbf{A}}(q)=\mathbf{h}_{0}(\mathbf{A})+\sum_{N=1}^{\infty} q^{N} \int_{\mathbf{A}} \mathbf{h}_{N}
$$

is called the orbital Heegner series of the orbital divisor $\mathbf{A} \in \operatorname{Div} \hat{\mathbf{X}}_{\Gamma}$.
The orbital degree formula (11) for sequences of orbital functionals specializes to

$$
\begin{equation*}
\operatorname{Heeg}_{\hat{\mathbf{D}}}(q)=[\mathbf{D}: \mathbf{C}] \cdot \text { Heeg }_{\hat{\mathbf{C}}}(q) \tag{23}
\end{equation*}
$$

with the notations of (22).
Substituting $q=e^{2 \pi \mathrm{i} \tau}$, we ask for orbital divisorsA producing holomorphic functions $\Phi_{\mathbf{A}}(\tau)=H e e g_{\mathbf{A}}\left(e^{2 \pi \mathrm{i} \tau}\right)$ on the upper half plane $\mathbb{H}$ and their properties. We need the most familiar cases of hermitian lattices described in the following

Definitions 6.5 . The norm $\mathfrak{n}(\Lambda)$ of an hermitian lattice $\Lambda$ over $\mathfrak{O}_{K}$ is the additive subgroup of $\mathbb{Z}$ generated by all elements $<\lambda, \lambda>, \lambda \in \Lambda$. A maximal lattice is maximal in the set of $\mathfrak{O}$ - sublattices of $V=K \otimes \Lambda$ with the same norm. $A \mathbb{Z}$-maximal lattice is a maximal $\mathfrak{O}$ - lattice $\Lambda$ with norm $\mathfrak{n}(\Lambda)=\mathbb{Z}$. We say that $\Lambda$ belongs to a unimodular class iff $\Lambda$ is commensurable with a unimodular hermitian $\mathfrak{O}_{K}$-lattice.

The discriminant of the quadratic extension $K / \mathbb{Q}$ is denoted by $D_{K / \mathbb{Q}}$. It defines the Dirichlet character $\chi_{K}:=\left(\frac{D_{K / \mathbb{Q}}}{\cdot}\right)$ on $\mathbb{Z}$. The modular group $\mathbb{S} l_{2}(\mathbb{Z})$ is denoted by $G$. For $0 \neq m \in \mathbb{N}_{+}$we dispose on congruence subgroups

$$
G_{0}(m):=\left\{\left(\begin{array}{cc}
a & b \\
c & d
\end{array}\right) \in G ; c \equiv 0 \bmod m\right\}
$$

The vector space of $G_{0}(m)$-modular forms on $\mathbb{H}$ of wight $k$ and Nebentypus $\chi_{K}$ is denoted by $\mathcal{M}_{k}\left(m, \chi_{K}\right)$. It consists of all holomorphic functions $f(\tau)$ satisfying the functional equations

$$
\begin{equation*}
f\left(\frac{a \tau+b}{c \tau+d}\right)=(c \tau+d)^{k} \chi_{K}(d)^{k} f(\tau) \tag{24}
\end{equation*}
$$

for all elements $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in G_{0}(m)$.
Main Theorem 6.6 . Let $\Lambda$ be a $\mathbb{Z}$-maximal Picard lattice over $\mathfrak{O}_{K}$ in a unimodular class, $\mathbf{O r S f}(\Lambda)$ the corresponding orbital category of Picard surfaces $\hat{\mathbf{X}}_{\Gamma}$ and $\mathbf{A} \in \mathbf{D i v}^{a r} \hat{\mathbf{X}}_{\Gamma}$. Then the orbital Heegner series $\Phi_{\mathbf{A}}(\tau)$ belongs to $\mathcal{M}_{3}\left(D_{K / \mathbb{Q}}, \chi_{K}\right)$ and has $\mathbb{Q}$-rational coefficients;

Proof. The bilinearity of orbital intersection products yields $\Phi_{\mathbf{A}_{\mathbf{1}}+\mathbf{A}_{\mathbf{2}}}(\tau)=$ $\Phi_{\mathbf{A}_{1}}(\tau)+\Phi_{\mathbf{A}_{\mathbf{2}}}(\tau)$ for $\mathbf{A}_{\mathbf{1}}, \mathbf{A}_{\mathbf{2}} \in \mathbf{D i v}{ }^{a r} \hat{\mathbf{X}}_{\Gamma}$. Therefore it suffices to check that $\Phi_{\hat{\mathbf{C}}}(\tau)$ is a modular form of the announced type for all arithmetic curves $\hat{\mathbf{C}}$ on $\hat{\mathbf{X}}$. Because of the direct image compatibility (23) along orbital coverings $\hat{\mathbf{X}}_{\Gamma^{\prime}} \rightarrow \hat{\mathbf{X}}_{\Gamma}$ the problem is reduced to arithmetic orbital curves $\hat{D}=\hat{\mathbf{D}}=\widehat{\Gamma^{\prime} \backslash \mathbb{D}} \subset$ $\hat{X}_{\Gamma^{\prime}}=\hat{\mathbf{X}}_{\Gamma^{\prime}}$ for neat congruence subgroups $\Gamma^{\prime}$ of $\Gamma_{1}$. It suffices even to prove the modular property for only one neat Picard modular group $\Gamma^{\prime}$ because all Picard modular groups of $\Lambda$ are commensurable with each other, and a neat one exists. This will be done in section 8 restricting to neat natural congruence subgroups. Originally, this proof is due to Cogdell [3], [5]. We give only a simplified outline of it.

## 7 Example

We want to illustrate the use of our geometric method to get an explicit modular Heegner series. By the way, we find interesting formulas for elementary arithmetic functions sitting in the Fourier coefficients.

Let $\mathfrak{O}=\mathbb{Z}[\mathrm{i}]$ be the ring of Gauß integers with discriminant $\delta=2 \mathrm{i}$ and $\Lambda^{\prime}=$ $\mathfrak{O}^{3}$ the unimodular hermitian lattice with metric represented by the diagonal
$\operatorname{matrix}\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1\end{array}\right)$. With $\Gamma_{1}^{\prime}:=\Gamma_{1}\left(\Lambda^{\prime}\right)=: \mathbb{S U}((2,1), \mathfrak{O}) \cong \mathbb{P}\left(\right.$ Aut $\left.\Lambda^{\prime}\right)$ we define the congruence subgroup $\Gamma=\Gamma_{1}^{\prime}(1+\mathrm{i})$ with respect to the $\mathfrak{O}$-ideal $(1+\mathrm{i})$. Unfortunately, $\Lambda^{\prime}$ is not $\mathbb{Z}$-maximal, but has the $\mathbb{Z}$-maximal extension

$$
\Lambda:=\mathfrak{O}\left(\begin{array}{c}
0  \tag{25}\\
-(1+\mathrm{i}) / 2 \\
(1-\mathrm{i}) / 2
\end{array}\right)+\mathfrak{O}\left(\begin{array}{c}
1 \\
1 \\
\mathrm{i}
\end{array}\right)+\mathfrak{O}\left(\begin{array}{c}
(1-\mathrm{i}) / 2 \\
0 \\
(1+\mathrm{i}) / 2
\end{array}\right)
$$

with scew diagonal Gram matrix

$$
\left(\begin{array}{ccc}
0 & 0 & r^{-1}  \tag{26}\\
0 & 1 & 0 \\
\bar{\delta}^{-1} & 0 & 0
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & -\frac{i}{2} \\
0 & 1 & 0 \\
\frac{i}{2} & 0 & 0
\end{array}\right) .
$$

corresponding to the Witt basis presented in (25). So $\Gamma$ belongs to the commensurability class of $\Gamma_{1}(\Lambda)$, and our theory is applicable to this ball lattice. Consider the three norm-1 vectors

$$
\mathfrak{c}_{0}=\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right), \mathfrak{c}_{1}=\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right), \mathfrak{l}_{1}=\left(\begin{array}{c}
(1+\mathrm{i}) / 2 \\
(1-\mathrm{i}) / 2 \\
0
\end{array}\right) \in \Lambda .
$$

The images of the corresponding discs $\mathbb{D}_{\mathfrak{c}_{0}}, \mathbb{D}_{\mathfrak{c}_{1}}, \mathbb{D}_{\mathfrak{l}_{1}}$ are denoted by $C_{0}, C_{1}$, $L_{1}$, respectively. In [15] we proved that the complex projective plane is the Baily-Borel compactification of $\Gamma \backslash \mathbb{B}$. Moreover, there are precisely three cusp points $K_{1}, K_{2}, K_{3}$. The (compactified) branch divisor of $p_{\Gamma}$ is supported by the quadric $\hat{C}_{0}$ and three tangents $\hat{C}_{1}, \hat{C}_{2}, \hat{C}_{3}$ as drawn in the following picture:


The factor group $\Gamma \backslash \Gamma_{1}\left(\mathfrak{D}^{3}\right)$ is isomorphic to the symmetric group $S_{3}$. It acts in geometrically obvious manner effectively on $\mathbb{P}^{2}$ and on the configuration (27).

The branch weights $v_{\hat{\mathbf{C}}_{\mathbf{i}}}$ of the orbital curves $\hat{\mathbf{C}}_{\mathbf{i}}, i=0,1,2,3$, are equal to 4. The seven irreducible curves of the configuration are all disc quotients with norm 1. So the first orbital Heegner divisor is

$$
\mathbf{H}_{1}=\hat{\mathbf{C}}_{0}+\hat{\mathbf{C}}_{1}+\hat{\mathbf{C}}_{2}+\hat{\mathbf{C}}_{3}+\hat{\mathbf{L}}_{1}+\hat{\mathbf{L}}_{2}+\hat{\mathbf{L}}_{3}
$$

on the orbitalized projective plane $\mathbf{P}^{\mathbf{2}}=\widehat{\boldsymbol{\Gamma} \backslash \mathbb{B}}$. Since the orbital intersection product on $\mathbf{P}^{\mathbf{2}}$ is supported by the usual intersection product for curves on the plane it is not difficult to calculate

$$
h_{1}\left(\hat{C}_{0}\right)=\left(\hat{C}_{0} \cdot \mathbf{H}_{\mathbf{1}}\right)=\left(1+\frac{1}{2}+\frac{1}{2}+\frac{1}{2}+2+2+2\right)=\frac{17}{2}
$$

Multiplying with the weight of $\hat{\mathbf{C}}_{\mathbf{0}}$ we change to the $h_{1}$-normalized series

$$
\begin{equation*}
\operatorname{Heeg}_{\hat{C}_{0}}(q)=h_{0}+\frac{17}{2} q+\ldots \tag{28}
\end{equation*}
$$

From Koblitz' monograph [18], IV. 1 Prop. 4, we pick out the following
Proposition 7.1 . Let $\chi=\chi_{K}$ be the Dirichlet character of the Gau $\beta$ number field $K=\mathbb{Q}(\mathrm{i})$ with discriminant $D_{K / \mathbb{Q}}=4$. The ring of $G_{0}(4)$-modular forms of Nebentypus $\chi$ is generated by $\vartheta^{2}$ with Jacobi theta series

$$
\vartheta:=\sum_{n \in \mathbb{Z}} q^{n^{2}}=1+2 \sum_{n>0} q^{n^{2}}
$$

and the Hecke theta series

$$
\theta:=\sum_{0<u \text { odd }} \sigma(u) q^{u}=q \cdot \prod_{m=1}^{\infty}\left(1-q^{4 m}\right)^{4} \prod_{n=1}^{\infty}\left(1+2 q^{n}\right)^{4}
$$

where $\sigma(m)$ denotes the sum of natural divisors of $m \in \mathbb{N}$.
Notice that

$$
\vartheta^{k}=\sum_{N \in \mathbb{N}} a_{k}(N) q^{N} \text { for positive integers } \mathrm{k}
$$

where $a_{k}(N)$ is the number of $\mathbb{Z}$-solutions of the quadratic equation $x_{1}^{2}+x_{2}^{2}+\ldots+x_{k}^{2}=N$, see [2], VIII.1.
Corollary 7.2 . The space $\mathcal{M}_{3}(4, \chi)$ of $G_{0}(4)$-modular forms of weight 3 and Nebentypus $\chi$ coincides with the two-dimensional complex vector space generated by the series

$$
\begin{align*}
\vartheta^{6} & =\sum_{N=0}^{\infty} a_{6}(N) q^{N} \\
& =1+12 q+60 q^{2}+160 q^{3}+252 q^{4}+312 q^{5}+\ldots . . \\
\vartheta^{2} \theta & =q+4 q^{2}+8 q^{3}+16 q^{4}+26 q^{5}+\ldots .  \tag{29}\\
& =\sum_{N=0}^{\infty}\left(\sum_{1=u \text { odd }}^{N} \sigma(u) a_{2}(N-u)\right) q^{N}
\end{align*}
$$

It follows that each series $\sum h_{N} q^{N} \in \mathcal{M}_{3}(4, \chi)$ is completely determined by the first two Fourier coefficients $h_{0}$ and $h_{1}$, namely

$$
\begin{aligned}
\sum_{N=0}^{\infty} h_{N} q^{N} & =h_{0} \vartheta^{6}+\left(h_{1}-12 h_{0}\right) \vartheta^{2} \theta \\
& =\sum_{N=0}^{\infty}\left(h_{0} a_{6}(N)+\left(h_{1}-12 h_{0}\right) \sum_{1=u \text { odd }}^{N} \sigma(u) a_{2}(N-u)\right) q^{N}
\end{aligned}
$$

With $h_{0}=-\frac{1}{8}$ (see below), $h_{1}=-\frac{17}{2}$ we get our Heegner series explicitly with elementary arithmetic Fourier coefficients:

$$
\begin{equation*}
\operatorname{Heeg}_{\hat{C}_{0}}(q)=\sum_{N=0}^{\infty}\left(-\frac{a_{6}(N)}{8}+10 \sum_{1=u \text { odd }}^{N} \sigma(u) a_{2}(N-u)\right) q^{N} \tag{30}
\end{equation*}
$$

Cogdell determined at the end of his thesis [3] the Heegner series for $\mathfrak{c}_{0}$ and neat principal congruence subgroups $\Gamma_{1}(M), M>2$. He filled stepwise the explicit Gauß lattice data in his analytic proof of the main theorem for neat congruence subgroups of ideals. The reader is invited to do this in the outline of proof given in the next section. Up to a natural scaling factor depending on $M$ he received

$$
\begin{aligned}
\operatorname{Cog} d_{\mathfrak{c}_{0}} & :=\sum_{N=0}^{\infty}\left(N-\frac{1}{12}\right) a_{2}(N) q^{N}+2 \sum_{N=1}^{\infty}\left(\sum_{m=1}^{N} \sigma(m) a_{2}(N-m)\right) q^{N} \\
& =-\frac{1}{12}+\frac{17}{3} q+\frac{65}{3} q^{2}+40 q^{3}+\frac{257}{3} q^{4}+\frac{442}{3} q^{5}+\ldots
\end{aligned}
$$

Comparing with (28) we get the constant term $-\frac{1}{8}$ by multiplying Cogdell's series with $\frac{3}{2}$. Notice that $h_{0}$ is uniquely determined by the other Fourier coefficients of the series because there is no constant function in $\mathcal{M}_{3}(4, \chi)$ up to zero. Then we get another presentation of our Heegner series, namely,

$$
\operatorname{Heeg}_{\hat{\mathbf{C}}_{\mathbf{0}}}(q)=\sum_{N=0}^{\infty}\left(\left(\frac{3 N}{2}-\frac{1}{8}\right) a_{2}(N)+3 \sum_{m=1}^{N} \sigma(m) a_{2}(N-m)\right) q^{N}
$$

Comparing Fourier coefficients of both presentations of the Heegner series we obtain as amusing byproduct an elementary formula for the number of $\mathbb{Z}$-points on the boundary of the real six-dimensional ball with radius $\sqrt{N}$, namely

$$
a_{6}(N)=(1-12 N) a_{2}(N)+\sum_{m=1}^{N}(80 \delta(m)-24) \sigma(m) a_{2}(N-m)
$$

with the parity symbol

$$
\delta(m):=\left\{\begin{array}{l}
0, m \text { even } \\
1, m \text { odd }
\end{array}\right.
$$

We also checked the formula by a computer for $0 \leq N<100$. The author did not know these relations before. Can one prove them in elementary manner ?

Remark 7.3 . The geometric way is applicable to any arithmetic geodesic $\hat{\mathbf{C}}$ on the orbital Picard plane $\mathbf{P}^{2}$. One has only to calculate the orbital signature $\mathbf{h}_{\mathbf{0}}(\hat{\mathbf{C}})$ and the orbital intersection $\mathbf{h}_{\mathbf{1}}(\hat{\mathbf{C}})=\left(\hat{\mathbf{C}} \cdot \mathbf{H}_{\mathbf{1}}\right)$ to get the attached Heegner series $H_{e e g}^{\hat{\mathbf{C}}}(q)$ via Corollary 7.2. The problem is to recognize more arithmetic curves. Until now we only know the seven modular curves on $\mathbf{P}^{2}$ drawn in Picture (27). The knowledge of the Heegner series of only one of them yields a counting procedure for all, because each of them has a degree contribution in some Fourier coefficients. Our geometric method is also applicable to other orbital Picard surfaces, especially to the well-classified ones, in hopefully effective manner.

## 8 The Theta functions in the background

The Main Theorem is an immediate consequence of the following
Decomposition Theorem 8.1 . The Heegner series $\Phi_{\hat{C}}(\tau)$ has the following additive decompositions

$$
\begin{gather*}
\Phi_{\hat{C}}(\tau)=\Phi_{\hat{C}}^{f i n}(\tau)+\Phi_{\hat{C}}^{\infty}(\tau),  \tag{31}\\
\mathbb{Q}[[q]] \ni \Phi_{\hat{C}}^{f i n}(\tau)=\Phi_{3}(\tau)-\Phi_{1}(\tau),  \tag{32}\\
\mathbb{Q}[[q]] \ni \Phi_{\hat{C}}^{\infty}(\tau)=\Phi_{3}^{\infty}(\tau)+\Phi_{1}^{\infty}(\tau), \tag{33}
\end{gather*}
$$

with relation

$$
\begin{equation*}
\Phi_{1}^{\infty}(\tau)=\Phi_{1}^{\infty}(\tau) \text {, hence } \Phi_{\hat{C}}(\tau)=\Phi_{3}(\tau)+\Phi_{3}^{\infty}(\tau) \text {. } \tag{34}
\end{equation*}
$$

and qualities:

$$
\begin{gather*}
\mathbb{Q}[[q]] \ni \Phi_{1}(\tau)=\Phi_{1}^{\infty}(\tau) \in \mathcal{M}_{1}\left(D_{K / \mathbb{Q}}, \chi_{K}\right),  \tag{35}\\
\mathbb{C}[[q]]+\frac{1}{y} \mathbb{C}[[q]] \ni \Phi_{3}(\tau) \in \mathcal{M}_{3}^{\text {non-hol }}\left(D_{K / \mathbb{Q}}, \chi_{K}\right),  \tag{36}\\
\mathbb{C}[[q]]+\frac{1}{y} \mathbb{C}[[q]] \ni \Phi_{3}^{\infty}(\tau) \in \mathcal{M}_{3}^{\text {non-hol }}\left(D_{K / \mathbb{Q}}, \chi_{K}\right) . \tag{37}
\end{gather*}
$$

The latter two series define analytic functions with complex values in the two real variables $x=\Re(\tau), y=\Im(\tau)$ by absolute convergence on $\mathbb{H}: y>0$. The upper index ${ }^{\text {non-hol }}$ emphasizes that the functions are not holomorphic; but the transformation laws are the same as in (24) for the wight $\mathrm{k}=3$.

The proof is a 76 -year marathon through the theories of Theta and Zeta functions. The main splitting (31) has been well- prepared in Example 4.1. For orbital curves $\hat{C}, \hat{D}$ on $\hat{X}$ with proper transforms $C^{\prime}, D^{\prime}$ on $X^{\prime}$ we proved the relation

$$
(\hat{C} \cdot \hat{D})=\left(C^{\prime} \cdot D^{\prime}\right)+\left(C^{\infty} \cdot D^{\prime}\right)
$$

changing the roles of $\hat{C}$ and $\hat{D}$ with

$$
T_{1}, \ldots, T_{h} \perp D^{\prime}+D^{\infty}=\pi^{\#} \hat{D} \in D i v_{\mathbb{Q}} X^{\prime}
$$

We extend it to the Heegner divisors $\hat{H}_{N}=H_{N}\left(\hat{X}_{\Gamma}\right), N \in \mathbb{N}_{+}$, defined in (19) with proper transforms $H_{N}^{\prime}$ on $X^{\prime}$ and the decompositions

$$
T_{1}, \ldots, T_{h} \perp H_{N}^{\prime}+H^{\infty}=\pi^{\#} \hat{D} \in \operatorname{Div}_{\mathbb{Q}} X^{\prime}
$$

The $N$-th coefficient of the Heegner series $\Phi_{\hat{C}}(q)$ splits into

$$
\left(\hat{C} \cdot \hat{H}_{N}\right)=\left(C^{\prime} \cdot H_{N}^{\prime}\right)+\left(C^{\infty} \cdot H_{N}^{\prime}\right)
$$

It defines our splitting (31)

$$
\Phi_{\hat{C}}(q)=\Phi_{\hat{C}}^{f i n}(q)+\Phi_{\hat{C}}^{\infty}(q)
$$

setting

$$
\begin{aligned}
\Phi_{\hat{C}}^{f i n}(q) & :=h(\hat{C})+\sum_{N=1}^{\infty}\left(C^{\prime} \cdot H_{N}^{\prime}\right) q^{N} \in \mathbb{Q}[[q]], \\
\Phi_{\hat{C}}^{\infty}(q) & :=\sum_{N=1}^{\infty}\left(C^{\infty} \cdot H_{N}^{\prime}\right) q^{N} \in q \mathbb{Q}[[q]] .
\end{aligned}
$$

Now we split the latter series in its single cusp contributions. We let $\kappa_{1}, \ldots, \kappa_{h}$ be a complete set of representatives $\bmod \Gamma$ of the $K$-rational boundary set $\partial_{K} \mathbb{B}$, also called $\Gamma$-cusps. Writing $\kappa \bmod \Gamma$ indicates that $\kappa$ runs through such a (fixed but arbitrarily choosen) set of representatives. With

$$
C^{\infty}=\sum_{\kappa \bmod \Gamma} \lambda_{\kappa} T_{\kappa}=\sum_{i=1}^{n} \lambda_{i} T_{i}
$$

and

$$
\begin{equation*}
\Phi^{\kappa}(\tau):=\sum_{N=1}^{\infty}\left(T_{\kappa} \cdot H_{N}^{\prime}\right) q^{N} \tag{38}
\end{equation*}
$$

we get

$$
\Phi_{\hat{C}}^{\infty}(q)=\sum_{\kappa \bmod \Gamma}^{\infty} \lambda_{\kappa} \Phi^{\kappa}(q)
$$

The coefficients have been already calculated in (12), namely

$$
\lambda_{\kappa}=-\frac{\left(C^{\prime} \cdot T_{\kappa}\right)}{\left(T_{\kappa}^{2}\right)}=-\frac{\left(C^{\prime} \cdot T_{i}\right)}{\left(T_{i}^{2}\right)} \in \mathbb{Q}, \kappa=\kappa_{i} .
$$

Lemma 8.2 (Cogdell [5], Lemma 2.4 (ii)). With the above notations it holds that

$$
\begin{equation*}
-\left(T_{\kappa}^{2}\right)=M \cdot\left|D_{K / \mathbb{Q}}\right|, \text { hence } \lambda_{\kappa}=\frac{\left(C^{\prime} \cdot T_{\kappa}\right)}{M \cdot\left|D_{K / \mathbb{Q}}\right|} \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{\hat{C}}^{\infty}(q)=\frac{1}{M \cdot\left|D_{K / \mathbb{Q}}\right|} \sum_{\kappa \bmod \Gamma}\left(C^{\prime} \cdot T_{\kappa}\right) \Phi^{\kappa}(q) . \tag{40}
\end{equation*}
$$

This series is closely related with the holomorphic function on $\mathbb{H}$ of theta type

$$
\begin{equation*}
\theta^{\kappa}(\tau):=\sum_{A \in \Lambda_{2}^{\kappa}} \mathrm{e}^{2 \pi<A, A>\tau} \tag{41}
\end{equation*}
$$

We have to explain $\Lambda_{2}^{\kappa}$. Cogdell proved in [3] the existence of a Witt decomposition of (the $\mathbb{Z}$-maximal Picard lattices) $\Lambda$ with respect to $\kappa$. This is an orthogonal decomposition of $\Lambda$ into an indefinite sublattice of rank 2 and a positive definite one together with a $\kappa$-Witt basis $W_{1}, W_{2}, W_{3}$ of $V$ satisfying $K W_{1}=K \kappa$,

$$
\begin{equation*}
\Lambda=\left(\mathfrak{a}^{-1} W_{1} \oplus \overline{\mathfrak{a}} W_{3}\right) \oplus \mathfrak{a} \overline{\mathfrak{a}}^{-1} W_{2}, \tag{42}
\end{equation*}
$$

$W_{1}, W_{3}$ isotropic, $W_{2}$ positive and $\mathfrak{a}$ the ideal defined by $\mathfrak{a}^{-1} W_{1}=K \cdot W_{1} \cap \Lambda$. By suitable choice of $W_{1}$ we can and will assume that $\mathfrak{a}$ is an $\mathfrak{O}_{K}$-ideal. Now take the positive summand of this decomposition to define

$$
\begin{equation*}
\Lambda_{2}^{\kappa}:=\mathfrak{a} \overline{\mathfrak{a}}^{-1} W_{2} \tag{43}
\end{equation*}
$$

$\theta^{\kappa}(\tau)$ does not depend on the choice of the $\kappa$-Witt basis.
Transformation Law 8.3 (Hecke [9]). $\theta(\tau) \in \mathcal{M}_{1}\left(D_{K / \mathbb{Q}}, \chi_{K}\right)$.
The transformation law and some others below are related with congruence Zeta functions. These connections will be outlined below. By careful counting of intersection points Cogdell found

$$
\begin{equation*}
\left(T_{\kappa} \cdot H_{N}^{\prime}\right)=N \cdot M^{2} \cdot\left|D_{K / \mathbb{Q}}\right| \cdot \# \Lambda_{2}^{\kappa, N} \tag{44}
\end{equation*}
$$

in [5] (Lemma 6.2) with

$$
\Lambda_{2}^{\kappa, N}:=\Lambda^{(N)} \cap \Lambda_{2}^{\kappa}, \Lambda^{(N)}:=\{\lambda \in \Lambda ;<\lambda, \lambda>=N\} .
$$

Comparing coefficients of $\Phi^{\kappa}(\tau)$, see (38), with those of the derivative of $\theta^{\kappa}(\tau)$ the relations (44) yield

$$
\Phi^{\kappa}(\tau)=\frac{M^{2} \cdot\left|D_{K / \mathbb{Q}}\right|}{2 \pi \mathrm{i}} \frac{\mathrm{~d}}{\mathrm{~d} \tau} \theta^{\kappa}(\tau)
$$

From Shimura's paper [24] based on ideas of Maaß [20] we pick out the differential operator $\partial_{1}:=\frac{1}{2 \pi \mathrm{i}}\left(\frac{1}{2 i y}+\frac{\partial}{\partial \tau}\right)$ in two variables and also the

Transformation Law 8.4. $\partial_{1} \theta^{\kappa}(\tau) \in \mathcal{M}_{3}^{\text {non-hol }}\left(D_{K / \mathbb{Q}}, \chi_{K}\right)$.

Moreover, we obtain the
Decomposition 8.5 . $\Phi_{\tilde{C}}^{\infty}(\tau)=\Phi_{3}^{\infty}(\tau)+\Phi_{1}^{\infty}(\tau)$,
which is (33) with

$$
\begin{align*}
& \Phi_{3}^{\infty}(\tau)=M \sum_{\kappa \bmod \Gamma}\left(C^{\prime} \cdot T^{\kappa}\right) \partial_{1} \theta^{\kappa}(\tau),  \tag{45}\\
& \Phi_{1}^{\infty}(\tau):=\frac{M}{4 \pi y} \sum_{\kappa \bmod \Gamma}\left(C^{\prime} \cdot T^{\kappa}\right) \theta^{\kappa}(\tau) \tag{46}
\end{align*}
$$

This follows immediately by applying $\frac{\partial}{\partial \tau}=2 \pi \mathrm{i} \partial_{1}-\frac{1}{2 i y}$ to (40).

We proved (33) in the Decomposition Theorem 8.1 together with the qualities (35) and (37) there. Now we come to the more complicated "finite part" $\Phi_{\hat{C}}^{f i n}(q)$ of (31).

For $\hat{C}=\widehat{\Gamma \backslash \mathbb{D}}, \mathbb{D}=\mathbb{D}_{\mathfrak{c}} \subset \mathbb{B}, \mathfrak{c} \in \Lambda^{+}, V_{1}:=K \mathfrak{c}, V=V_{1} \oplus V_{0}$, Cogdell introduced in [5] the hermitian sublattices

$$
\Lambda_{1}:=V_{1} \cap \Lambda \text { (positive definit) }, \Lambda_{0}:=V_{0} \cap \Lambda \text { (indefinit) }
$$

and

$$
\Lambda^{\prime}:=\Lambda_{1} \oplus \Lambda_{0}
$$

of $\Lambda$. With the dual lattices in $V_{0}, V_{1}, V$, respectively, indicated by the upper index \#, we get the cofinite tower

$$
\begin{equation*}
\Lambda_{1} \oplus \Lambda_{1}=\Lambda^{\prime} \subseteq \Lambda \subseteq \Lambda^{\#} \subseteq \Lambda^{\prime} \#=\Lambda_{1}^{\#} \oplus \Lambda_{1}^{\#} \tag{47}
\end{equation*}
$$

of hermitian lattices in $V$. The arithmetic group $\Gamma_{\mathbb{D}}$ coincides with the isotropy group $\Gamma_{\mathfrak{c}}$ because neat lattices dosn't contain any element with non-trivial unit roots as eigenvector. It acts on the lattices of the tower (47) and on the orthogonal summands appearing there, hence on the finite residue class groups. The inertia subgroup of $\Lambda_{0}$ is defined as

$$
\begin{equation*}
\Gamma_{\mathbb{D}}^{0}:=\left\{\gamma \in \Gamma_{\mathbb{D}} ;\left.\gamma\right|_{\Lambda_{0}^{\#} / \Lambda_{0}}=i d_{\Lambda_{0}^{\#} / \Lambda_{0}}\right\} \tag{48}
\end{equation*}
$$

with obvious notations. Now we are able to define for $A_{0} \in \Lambda_{0}^{\#}$ and $A_{1} \in \Lambda_{1}^{\#}$ the following series of congruence theta type

$$
\begin{align*}
& \theta_{0}\left(\tau ; A_{0}\right):= \sum_{\substack{V_{0}^{+} \ni Y_{0} \equiv A_{0}\left(\Lambda_{0}\right) \\
Y_{0} \bmod \Gamma_{\mathbb{D}}^{0}}} \mathrm{e}^{2 \pi \mathrm{i}<Y_{0}, Y_{0}>\tau},  \tag{49}\\
& \theta_{1}\left(\tau ; A_{1}\right):=\sum_{\substack{V_{1} \ni Y_{1} \equiv A_{1}\left(\Lambda_{1}\right)}} \mathrm{e}^{2 \pi \mathrm{i}<Y_{1}, Y_{1}>\tau} . \tag{50}
\end{align*}
$$

It is clear that the running vectors $Y_{0}, Y_{1}$ belong to $\Lambda_{0}^{\#+}$ or $\Lambda_{1}^{\#+}$, respectively. A longer counting procedure due to Cogdell summerizing suitable products of $\theta_{0^{-}}$and $\theta_{1}$-functions yields the

Decomposition 8.6 ([3], [5], Prop. 5.1).

$$
\Phi_{\hat{C}}^{f i n}(\tau)=\sum_{\Lambda \ni Z \bmod \Lambda^{\prime}}\left(\delta\left(Z_{0}\right) h_{\sigma}(\hat{C})+\frac{1}{\left[\Gamma_{\mathbb{D}}: \Gamma_{\mathbb{D}}^{0}\right]} \theta_{0}\left(\tau ; Z_{0}\right) \theta_{1}\left(\tau ; Z_{1}\right)\right.
$$

with decompositions $Z=Z_{0}+Z_{1}, Z_{0} \in \Lambda_{0}^{\#}, Z_{1} \in \Lambda_{1}^{\#}$, signature hight $h_{\sigma}$ and
$\delta\left(A_{0}\right):=\left\{\begin{array}{l}1, \text { if } A_{0} \in \Lambda_{0} \\ 0, \text { else }\end{array}\right.$
Hecke proved in [9] that the $\theta_{1}$-series are holomorphic on $\mathbb{H}$ satisfying the following

Transformation Law 8.7.

$$
\begin{aligned}
\theta_{1}\left(\tau+n ; A_{1}\right) & =\mathrm{e}^{2 \pi \mathrm{i}<A_{1}, A_{1}>n} \cdot \theta_{1}\left(\tau ; A_{1}\right), n \in \mathbb{Z} \\
\theta_{1}\left(-\frac{1}{\tau} ; A_{1}\right) & =\frac{-i \tau}{\sqrt{\left[\Lambda_{1}^{\#}: \Lambda_{1}\right]}} \sum_{Y \in \Lambda_{1}^{\#} \bmod \Lambda_{1}} \mathrm{e}^{2 \pi \mathrm{i} T r_{K / \mathbb{Q}}<A_{1}, Y>} \theta_{1}(\tau ; Y)
\end{aligned}
$$

For isotropic lattices $\Lambda_{0}$ Cogdell [5] added to the $\theta_{0}$-series two residue summands in order to get similar transformation laws. He introduced

$$
\begin{equation*}
E_{0}\left(\tau ; A_{0}\right):=-\operatorname{Res}_{0} \mathcal{Z}_{0}\left(s ; A_{0}\right)-\frac{1}{y} \operatorname{Res}_{1 / 2} \mathcal{Z}_{0}\left(s ; A_{0}\right)+\theta_{0}\left(\tau ; A_{0}\right) \tag{51}
\end{equation*}
$$

The Zeta function $\mathcal{Z}_{0}(s ; A)$ and the reason for the modularisation effect 8.8 below will be explained and presented in the next section 9. Cogdell [5], p. 128, calculated also the explicit values of the residues, namely

$$
\begin{gather*}
-\operatorname{Res}_{0} \mathcal{Z}_{0}\left(s ; A_{0}\right)=\delta_{\sigma}\left(A_{0}\right):=\delta\left(A_{0}\right) h_{\sigma}\left({\widehat{\Gamma \backslash \mathbb{D}_{\mathbb{D}}}}_{0}^{0}\right)  \tag{52}\\
-\operatorname{Res}_{1 / 2} \mathcal{Z}_{0}\left(s ; A_{0}\right)=\frac{\nu^{\infty}\left(A_{0}\right)}{4 \pi} \tag{53}
\end{gather*}
$$

with

$$
\nu^{\infty}\left(A_{0}\right)=\nu_{\mathfrak{c}}^{\infty}\left(A_{0}\right)=\sum_{\partial_{K}(\mathbb{D}) \ni \kappa \bmod \Gamma_{\mathbb{D}}^{0}} \nu^{\kappa}\left(A_{0}\right),
$$

and
$\nu^{\kappa}\left(A_{0}\right)=\left\{\begin{array}{l}1, \text { if } \kappa \in K A_{0}+\Lambda_{0} \\ 0, \text { else. }\end{array}\right.$
For anisotropic lattices $\Lambda_{0}$ the role of $\mathcal{Z}_{0}$ are played by other Zeta functions, see the next section 9 . Both cases come together setting

$$
\begin{equation*}
E_{0}\left(\tau ; A_{0}\right):=\delta_{\sigma}\left(A_{0}\right)+\frac{1}{y} \frac{\nu^{\infty}\left(A_{0}\right)}{4 \pi}+\theta_{0}\left(\tau ; A_{0}\right) \tag{54}
\end{equation*}
$$

with $\frac{\nu^{\infty}\left(A_{0}\right)}{4 \pi}:=0$ in the anisotropic case.
Transformation Law 8.8 ([3], Prop. 5.2).

$$
\begin{aligned}
E_{0}\left(\tau+n ; A_{0}\right) & =\mathrm{e}^{2 \pi \mathrm{i}<A_{0}, A_{0}>n} \cdot E_{0}\left(\tau ; A_{0}\right), n \in \mathbb{Z} \\
E_{0}\left(-\frac{1}{\tau} ; A_{0}\right) & =\frac{\tau^{2}}{\sqrt{\left[\Lambda_{0}^{\#}: \Lambda_{0}\right]}} \sum_{Y \in \Lambda_{0}^{\#} \bmod \Lambda_{0}} \mathrm{e}^{2 \pi \mathrm{i} T r_{K / \mathbb{Q}}<A_{0}, Y>} E_{0}(\tau ; Y)
\end{aligned}
$$

A composition of $\theta_{1}$ and $E_{0}$ is the following non- holomorphic but real analytic function

$$
\begin{equation*}
g(\tau ; A):=\frac{1}{\left[\Gamma_{\mathbb{D}}: \Gamma_{\mathbb{D}}^{0}\right]} \cdot E_{0}\left(\tau ; A_{0}\right) \cdot \theta_{1}\left(\tau ; A_{1}\right) \tag{55}
\end{equation*}
$$

with

$$
\Lambda^{\prime} \# \ni A=A_{0}+A_{1}, A_{0} \in \Lambda_{0}^{\#}, A_{1} \in \Lambda_{1}^{\#}
$$

The transformation laws 8.7 and 8.8 imply immediately the

Transformation Law 8.9 .

$$
\begin{aligned}
g(\tau+n ; A) & =\mathrm{e}^{2 \pi \mathrm{i}<A, A>n} \cdot g(\tau ; A), n \in \mathbb{Z} \\
g\left(-\frac{1}{\tau} ; A\right) & =\frac{-i \tau^{3}}{\sqrt{\left[\Lambda^{\prime} \#: \Lambda^{\prime}\right]}} \sum_{Y \in \Lambda^{\prime} \# \bmod \Lambda^{\prime}} \mathrm{e}^{2 \pi \mathrm{i} T r_{K / \mathbb{Q}}<A, Y>} g(\tau ; Y)
\end{aligned}
$$

Now it is time to define

$$
\begin{equation*}
\Phi_{3}(\tau)=\Phi_{\hat{C}, 3}(\tau):=\sum_{\Lambda \ni Z \bmod \Lambda^{\prime}} g(\tau ; Z) \tag{56}
\end{equation*}
$$

with
Transformation Law 8.10 ([5], Th. 5.1). $\Phi^{3}(\tau) \in \mathcal{M}_{3}^{\text {non-hol }}\left(D_{K / \mathbb{Q}}, \chi_{K}\right)$ coming from 8.9.

After substitution of (51) with explicit residues (52) and (53) into the $g(\tau)$ terms of $\Phi_{3}(\tau)$ and some counts a comparision with the $\theta_{0}, \theta_{1}$ product sum in 8.6 yields

Decomposition 8.11. $\Phi_{3}(\tau)=\Phi_{\hat{C}}^{f i n}(\tau)+\Phi_{1}(\tau)$
with the holomorphic function

$$
\begin{equation*}
\Phi_{1}(\tau)=\Phi_{\hat{C}, 1}(\tau):=\sum_{\Lambda \ni Z \bmod \Lambda^{\prime}} \frac{M \nu_{\mathrm{c}}^{\infty}\left(Z_{0}\right)}{4 \pi y} \theta_{1}\left(\tau ; Z_{1}\right) \tag{57}
\end{equation*}
$$

and $Z=Z_{0}+Z_{1}$ explained in Lemma 8.12 below. For details of the calculations we refer again to [5], p. 130.

Now the decompositions and the transformation laws in the Decomposition Theorem 8.1 have all been recognized. It remains to verify the relation (34). Comparing $N$-th Fourier coefficients one gets after count comparisions the following relations between the $\theta^{\kappa}$ 's and the $\theta_{1}$ 's:

Lemma 8.12. For $\mathbb{D}=\mathbb{D}_{\mathfrak{c}}$ let $\kappa \in \partial_{K} \mathbb{D}$ be $a \Gamma_{\mathbb{D}}$-cusp. With

$$
\Lambda_{0}:=\Lambda \cap \kappa^{\perp}, \Lambda_{1}:=\Lambda \cap K \mathfrak{c}, \Lambda^{\prime}:=\Lambda_{0}\left(\subseteq \Lambda_{1}\right.
$$

and decompositions $Z=Z_{0}+Z_{1}$ in $\Lambda_{0}^{\#} \oplus\left(\Lambda_{1}^{\#}\right.$ it holds that

$$
\theta^{\kappa}(\tau)=\sum_{\Lambda \ni Z \bmod \Lambda^{\prime}} \mu^{\kappa}(Z) \theta_{1}\left(\tau ; Z_{1}\right)
$$

where
$\mu^{\kappa}(Z)= \begin{cases}0, & \text { if }\left(Z_{0}+\Lambda_{0}\right) \cap K \kappa=\emptyset \\ 1, & \text { else } .\end{cases}$

Summation over the cusps modulo $\Gamma$ yields

$$
\sum_{\kappa \bmod \Gamma}\left(C^{\prime} \cdot T^{\kappa}\right) \theta^{\kappa}(\tau)=\sum_{\Lambda \ni Z \bmod \Lambda^{\prime}} \nu_{\mathbf{c}}\left(Z_{0}\right) \theta_{1}\left(\tau ; Z_{1}\right),
$$

which proves (34) using the definitions (46) and (57) of $\Phi_{1}^{\infty}(\tau)$ or $\Phi_{1}(\tau)$, respectively.

## 9 From Zeta functional equations to Theta transformation laws

A) The cusp functions

Hecke introduced in Hecke [10] congruence Zeta functions for quadratic number fields. We restrict our attention to a fixed arbitrary imaginary quadratic number field $K=\mathbb{Q}(\delta)$ with with discriminant $D=D_{K / \mathbb{Q}}<0$ and inverse $\delta=\sqrt{D}$ of the different. Let $0 \neq \mathfrak{a} \subset \mathfrak{O}_{K}$ be an ideal and $\rho \in \mathfrak{a}$.

$$
\begin{equation*}
\zeta(s)=\zeta(s ; \rho, \mathfrak{a}, \sqrt{D}):=\sum_{0 \neq \mu \equiv \rho(\mathfrak{a} \sqrt{D})} \frac{1}{N(\mu)^{s} N(\mathfrak{a})^{s}} \tag{58}
\end{equation*}
$$

These series extend to meromorphic functions on $\mathbb{C}$ with at most one pole. There are at most two possible (simple) poles at $s=0,1$. The congruence Zeta functions belong to a class of Dirichlet $L$-series $L(s)=\sum_{n=1}^{\infty} \frac{a_{n}}{n^{s}}$ with functional equations reflecting $s \mapsto 1-s$. We refer to [2], ch. 73 , for a fast information. Setting $R(s):=\left(\frac{2 \pi}{\lambda}\right)^{-s} \Gamma(s) \zeta(s)$ for a suitable $\lambda \in \mathbb{R}_{+}$, the corresponding functional equations have the simple form

Functional Equation 9.1 .

$$
R(s)= \pm R(1-s)
$$

There is a ring isomorphism to a class of theta-type functions on $\mathbb{H}$ with special transformation law corresponding

$$
\sum_{n=1}^{\infty} \frac{a_{n}}{n^{s}} \longleftrightarrow \varphi(\tau)=\sum_{n=0}^{\infty} a_{n} \mathrm{e}^{\frac{2 \pi \mathrm{i} n}{\lambda} \tau}
$$

with $a_{0}= \pm \frac{\lambda}{2 \pi} \operatorname{Res}_{1} L(s)$. Mellin's inversion formula

$$
\mathrm{e}^{-\tau}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{\Gamma(\sigma+i t)}{z^{\sigma+i t}} d t, s=\sigma+i t
$$

applied to $\varphi(t)$ yields the following analytic relation between $\varphi(\tau)$ and $L(s)$ :

$$
\varphi(i y)=a_{0}+\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{R(s)}{y^{s}} d t, \sigma \gg 0
$$

On this way the functional equation (9.1) leads to the transformation law

$$
\varphi\left(-\frac{1}{\tau}\right)= \pm\left(\frac{\tau}{\mathrm{i}}\right) \varphi(\tau)
$$

for $\varphi(\tau)$. It is also well-known that, conversely, the transformation law implies the functional equation.

The theta series corresponding to the congruence Zeta functions (58) are

$$
\vartheta(\tau ; \rho, \mathfrak{a}, \sqrt{D})=\sum_{\mu \equiv \rho(\mathfrak{a} \sqrt{D})} \mathrm{e}^{2 \pi \mathrm{i} \tau \frac{N(\mu)}{N(\mathfrak{a} \delta)}}
$$

as pointed out by Hecke in [10] around formula (56) there. Hecke proved first the theta transformation law in his earlier paper [9].

We are most interested on the case $\rho=0$ in (58), that means on the ideal zeta functions

$$
\begin{equation*}
\zeta(s)=\zeta(s ; \mathfrak{a}, \sqrt{D}):=\sum_{0 \neq \mu \in \mathfrak{a} \sqrt{D})} \frac{1}{N(\mu)^{s} N(\mathfrak{a})^{s}} \tag{59}
\end{equation*}
$$

corresponding to ideal theta functions

$$
\vartheta(\tau ; \mathfrak{a}, \sqrt{D})=\sum_{\mu \in \rho(\mathfrak{a} \sqrt{D})} \mathrm{e}^{2 \pi \mathrm{i} \tau \frac{N(\mu)}{N(\mathfrak{a} \delta)}}
$$

In this case one has $\lambda=|\delta|=|\sqrt{D}|$ in the functional equation, see [10], around formula (68).

A littlebit more generally, Hecke introduced in his earlier article [9] the following zeta functions.

Definition 9.2 ([He], 1926). The congruence theta function of the integral ideal $\mathfrak{b}$ in $K, \rho \in \mathfrak{b}$ and $Q \in \mathbb{N}$ is the holomorphic function on $\mathbb{H}$ defined by

$$
\vartheta\left(\tau ; \rho, \mathfrak{b}, Q \sqrt{D}:=\sum_{\mu \equiv \rho(\mathfrak{b} \delta Q)} \mathrm{e}^{2 \pi \mathrm{i} \tau \frac{N(\mu)}{N(\delta \mathfrak{b}) Q}}, \tau \in \mathbb{H} .\right.
$$

satisfying the following transformation law:
Proposition ([He], Satz 7). For $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S l_{2}(\mathbb{Z}), c \equiv 0 \bmod D$, the following transformation law holds

$$
\vartheta(\gamma \tau ; \rho, \mathfrak{b}, Q \sqrt{D})=\chi_{K}(\delta) \mathrm{e}^{2 \pi \mathrm{i} \frac{N(a b \rho)}{N(\delta \mathfrak{b}) Q}} \vartheta(\tau ; a \rho, \mathfrak{b}, Q \sqrt{D})
$$

Restricting to $\rho=0$ we set

$$
\vartheta(\tau ; \mathfrak{b}, Q):=\vartheta(\tau ; 0, \mathfrak{b}, Q \sqrt{D})=\sum_{\mu \in \mathfrak{b} \delta Q)} \mathrm{e}^{2 \pi \mathrm{i} \tau \frac{N(\mu)}{N(\delta \mathfrak{b}) Q}}
$$

and obtain the modular

Transformation Law 9.3. $\vartheta(\gamma \tau ; \mathfrak{b}, Q)=\chi_{K}(\delta) \vartheta(\tau ; \mathfrak{b}, Q)$.
It is clear that $\vartheta(\tau ; \mathfrak{b}, Q)$ depends only on the ideal class of $\mathfrak{b}$. Therefore the definition extends correctly to all fractional ideals $\mathfrak{b}$.

Proof of the transformation law 8.3. We have only to verify that the theta functions (41) at cusps $\kappa$ are of the above Hecke type. We used a Witt decomposition (42) of the hermitian $\mathfrak{O}$-lattice $\Lambda$ with positive orthogonal component $\Lambda_{2}=\Lambda_{2}^{\kappa}=\mathfrak{a} \overline{\mathfrak{a}}^{-1} W_{2}$. With $Q:=<W_{2}, W_{2}>\in \mathbb{N}_{+}$(without loss of generality) and $\mathfrak{b}:=\mathfrak{a} \overline{\mathfrak{a}}^{-1} \delta^{-1}$ we get

$$
\begin{aligned}
\theta^{\kappa}(\tau) & =\sum_{A \in \Lambda_{2}^{\kappa}} \mathrm{e}^{2 \pi<A, A>\tau}=\sum_{\nu \in \mathfrak{a} \overline{\mathfrak{a}}-1} \mathrm{e}^{2 \pi N(\nu)<W_{2}, W_{2}>\tau} \\
& =\sum_{\mu \in \mathfrak{a} \overline{\mathfrak{a}}^{-1} \delta Q} \mathrm{e}^{2 \pi \tau \frac{N(\mu)}{N(\delta) Q}}=\sum_{\mu \in \mathfrak{b} \delta Q} \mathrm{e}^{2 \pi \tau \frac{N(\mu)}{N(\mathfrak{b} \delta) Q}} \\
& =\vartheta(\tau ; \mathfrak{b}, Q)
\end{aligned}
$$

because $N(\mathfrak{b})=1$.
B) The Zeta and Theta functions of modular curves

Let $\hat{C}=\widehat{\Gamma \backslash \mathbb{D}} \subset \hat{X}_{\Gamma}=\Gamma \backslash \mathbb{B}$ be a modular curve. We have $\mathbb{D}=\mathbb{D}_{W}=$ $\mathbb{P} W^{\perp}(\mathbb{R})$ for suitable $W=W_{2} \in \Lambda^{+}$uniquely determined by $\mathbb{D}$ up to $K^{*}$ multiplication. We set $\Lambda_{0}=\Lambda_{0}(\mathbb{D}):=\Lambda \cap W^{\perp}$ and let $\Lambda_{1,1}$ be a maximal $\mathfrak{O}$-sublattice of $W^{\perp}$ with $<Y, Y>\in \mathbb{Z}$ for all $Y \in \Lambda_{1,1}$ (signature (1,1)). $\hat{C}$ is a modular curve iff $C^{\infty} \neq \emptyset$, that means $W^{\perp}$ and also $\Lambda_{0}$ are isotropic. In the opposite case $C=\hat{C}$ one calls $\hat{C}$ a Shimura curve on $\hat{X}_{\Gamma}$.

There is a well-known transfer from $\mathfrak{O}$-lattices of rank 2 to $\mathbb{Z}$-lattices in $M a t_{2}(\mathbb{Q})$ and their orders. For details we refer to Shimura's paper [23], where it is done also for Shimura curves. Fix a $\mathbb{Z}$-basis $1, \omega$ of $\mathfrak{O}$ and an $\mathfrak{O}$-basis $W_{1}, W_{3}$ of $W^{\perp}$. One corresponds to $C \in W^{\perp}$ with $W_{1}, W_{3^{-}}$coordinates $\binom{\alpha}{\gamma}=\binom{a+b \omega}{c+d \omega}$ the matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)=: \varphi(C) \in M a t_{2}(\mathbb{Q})$.

It is clear that $\mathfrak{O}$-lattices in $W^{\perp}$ map onto $\mathbb{Z}$-lattices in $M a t_{2}(\mathbb{Q})$. Each $\mathbb{Z}$ - lattice $L$ defines an order $\mathfrak{O}_{L}:=\left\{g \in \operatorname{Mat}_{2}(\mathbb{Q}) ; g(L) \subseteq L\right\}$. Maximal $\mathfrak{O}$ lattices in $W^{\perp}$ are corresponded in this way to maximal orders of $M a t_{2}(\mathbb{Q})$. Up to $\mathbb{G} l_{2}(\mathbb{Q})$ - conjugation there is only one maximal order in $M a t_{2}(\mathbb{Q})$, namely $M a t_{2}(\mathbb{Z})$, see Eichler [6]. This is also a maximal lattice with respect to the symmetric bilinear form $(X, Y):=\operatorname{Tr}(X \cdot \operatorname{Adj}(Y))$ on $M a t_{2}(\mathbb{Q})$, where $\operatorname{Tr}$ denotes the matrix trace and $\operatorname{Adj}(Y)$ is the adjoint matrix of $Y$. So we can arrange by suitable basis choice that $\Lambda_{1,1}$ corresponds to $\operatorname{Mat}_{2}(\mathbb{Z})$. Using $\operatorname{Tr}_{K / \mathbb{Q}}<., .>$ on $W^{\perp}$ the $\mathbb{Q}$-linear isomorphism $\varphi$ becomes an isometry. Altogether we get a commutative isometry diagram

with isometry group transfers

where $\Gamma$ is defined by the inertia group $\Gamma_{\mathbb{D}}^{0}$ introduced in (48). Notice also that the (projective / fractional) actions on $\mathbb{D}$ of the groups on the left-hand side are transfered to actions on the upper half plane $\mathbb{H}$. For more details we refer also to the original thesis of Cogdell [3], section 6.

Now we work with the structures on the right-hand side in the above diagrams, especially with (fixed) $L, L^{\#}, \Gamma$ instead of $\Lambda_{0}, \Lambda_{0}^{\#}$ or $\Gamma_{\mathbb{D}}^{0}$, respectively.
Definition 9.4 (Cogdell [4], p. 181). For $A \in L^{\#}$ the functions

$$
\zeta(s ; A):=\sum_{\substack{L^{\#} \ni Y \equiv A(L) \\ \operatorname{det} Y \neq 0, \bmod \Gamma}} \frac{1}{|\operatorname{det} Y|^{2 s}}
$$

are called modular congruence Zeta functions.
The same notation should be used for its $\Gamma$-function modification

$$
\mathcal{Z}(s ; A):=(2 \pi)^{-2 s} \Gamma(2 s) \zeta(s ; A) .
$$

These Zeta functions define via estimations ad hoc holomorphic functions on the complex half plane $\Re(s)>1$. There is an integral representation

$$
\begin{equation*}
\frac{\pi}{4 s-2} \mathcal{Z}(s ; A)=\int_{\mathbb{G} l_{2}(\mathbb{R})^{+} / \Gamma} \vartheta_{1}(g ; A)|g|^{2 s} d g \tag{62}
\end{equation*}
$$

with

$$
\vartheta_{1}(g ; A):=\sum_{O \neq Y \equiv A(L)} \mathrm{e}^{-\pi Q(Y)},
$$

where $Q$ is the quadratic form $X \mapsto Q(X):=\operatorname{Tr}\left({ }^{t} X \cdot X\right)$ on $M a t_{2}(\mathbb{R})$. Using Poisson sums Cogdell proved the following

Transformation Law 9.5. $\vartheta(g ; A)=\frac{(\operatorname{det} g)^{-2}}{\operatorname{Vol}(L)} \sum_{B \in L \# / L} \mathrm{e}^{2 \pi \mathrm{i}(A, B)} \vartheta(\check{g} ; B)$
with

$$
\operatorname{Vol}(L):=\int_{\operatorname{Mat}_{2}(\mathbb{R}) / L} d Y=\sqrt{\left[L^{\#}: L\right]}, \check{g}:=(\operatorname{Adj}(g))^{-1}=\frac{g}{\operatorname{det} g} .
$$

Cogdell also introduces

$$
\zeta_{0}(s ; A):=\sum_{\substack{L^{\#} \ni Y \equiv A(L) \\ \operatorname{det} Y>0, \bmod \Gamma}} \frac{1}{|\operatorname{det} Y|^{2 s}}
$$

because the difference series $\zeta_{2}(s ; A)$ defined by

$$
2 \zeta_{0}(s ; A)=\zeta(s ; A)+\zeta_{2}(s ; A)
$$

comes with alternating signs at the summands and has therefore a holomorphic extension to $\mathbb{C}$. With

$$
\mathcal{Z}_{0}(s ; A):=(2 \pi)^{-2 s} \Gamma(2 s) \zeta_{0}(s ; A), \mathcal{Z}_{2}(s ; A):=(2 \pi)^{-2 s} \Gamma(2 s) \zeta_{2}(s ; A)
$$

we receive the relation.

$$
\begin{equation*}
2 \mathcal{Z}_{0}(s ; A)=\mathcal{Z}(s ; A)+\mathcal{Z}_{2}(s ; A) \tag{63}
\end{equation*}
$$

Cogdell's central result is the following:
Theorem 9.6 ([4]). The Zeta functions $\mathcal{Z}(s ; A)$ and $\mathcal{Z}_{0}(s ; A)$ have meromorphic extensions to $\mathbb{C}$ with (at most) three simple poles at $s=0,1, \frac{1}{2}$ with residues

$$
\begin{aligned}
\operatorname{Res}_{0} \mathcal{Z}(s ; A) & =\frac{\delta(A)}{2 \pi} \operatorname{Vol}\left(\mathbb{S} l_{2}(\mathbb{R}) / \Gamma\right)=\frac{1}{2} \operatorname{Res}_{0} \mathcal{Z}_{0}(s ; A) \\
\operatorname{Res}_{1} \mathcal{Z}(s ; A) & =\frac{\operatorname{Vol}\left(\mathbb{S} l_{2}(\mathbb{R}) / \Gamma\right)}{2 \pi \operatorname{Vol}(\Gamma)}=\frac{1}{2} \operatorname{Res}_{1} \mathcal{Z}_{0}(s ; A) \\
\operatorname{Res}_{1 / 2} \mathcal{Z}(s ; A) & =-\frac{\nu^{\infty}\left(A_{0}\right)}{4 \pi}=\frac{1}{2} \operatorname{Res}_{1 / 2} \mathcal{Z}_{0}(s ; A), \text { see }(53) .
\end{aligned}
$$

with
$\delta(A)= \begin{cases}0, & \text { if } A \in L \\ 1, & \text { if } A \notin L .\end{cases}$
They satisfy the

## Functional Equations 9.7.

$$
\begin{aligned}
\mathcal{Z}(1-s ; A) & =-\frac{1}{\sqrt{\left[L^{\#}: L\right]}} \sum_{B \in L^{\#} / L} \mathrm{e}^{2 \pi \mathrm{i}(A, B)} \mathcal{Z}(s ; B) \\
\mathcal{Z}_{0}(1-s ; A) & =-\frac{1}{\sqrt{\left[L^{\#}: L\right]}} \sum_{B \in L^{\#} / L} \mathrm{e}^{2 \pi \mathrm{i}(A, B)} \mathcal{Z}_{0}(s ; B)
\end{aligned}
$$

It turns out that the inverse Mellin transform

$$
f(y)=\frac{1}{2 \pi \mathrm{i}} \int_{\sigma-i \infty}^{\sigma+i \infty} \mathcal{Z}_{0}(s ; A) y^{-s} d s, y \in \mathbb{R}, \sigma=\Re(s),
$$

of $\mathcal{Z}_{0}(s ; A)$ coincides with

$$
\theta_{0}(i y ; A)=\sum_{\substack{X \equiv A(L) \\ \operatorname{det} X>0, \bmod \Gamma}} \mathrm{e}^{-2 \pi y \operatorname{det} X} .
$$

But this is the restriction to the positive part of imaginary axes of

$$
\theta_{0}(\tau ; A)=\sum_{\substack{X \equiv A(L) \\ \operatorname{det} X>0, \bmod \Gamma}} \mathrm{e}^{-2 \pi \mathrm{i} \tau \operatorname{det} X}, y=\Im(\tau)
$$

introduced in (49) in original $\Lambda_{0}$-terms. For the translation we have to use the diagrams 60 and 61.

Unfortunately, $\theta_{0}(\tau ; A)$ is not a modular form. As in the case of classical Dirichlet series one has to add residue terms, but two instead of one, to get the modular transformation law we look for. This has the price to leave holomorphic functions but not the class of real analytic functions of $\tau=x+i y \in \mathbb{H}$ in two variables $x, y$. Cogdell introduces

$$
E_{0}(\tau ; A):=-\operatorname{Res}_{0} \mathcal{Z}_{0}(s ; A)-\frac{1}{y} \operatorname{Res}_{1 / 2} \mathcal{Z}_{0}(s ; A)+\theta_{0}(s ; A)
$$

With a result of Maaß and the $\mathcal{Z}_{0}$-functional equation he proves the transformation law

$$
E_{0}\left(-\frac{1}{\tau} ; A\right)=\frac{1}{\tau^{2} \sqrt{\left[L^{\#}: L\right]}} \sum_{B \in L^{\#} / L} \mathrm{e}^{2 \pi \mathrm{i}(A, B)} E_{0}(\tau ; B)
$$

which is the difficult part of 8.8 for the function $E_{0}$ in $\Lambda_{0}$-terms.
C) The Zeta and Theta functions of Shimura curves

Following ideas of Hecke Schoeneberg introduced in [22] (1936) congruence Zeta functions of indefinit quaternion scew fields $\mathcal{S}$ over (the center) $\mathbb{Q}$. Let $\mathfrak{d}$ be the different ideal of $\mathcal{S}, \mathcal{I}$ be a maximal order in $\mathcal{S}, \mathcal{I}^{\prime}$ its conjugate, a a right ideal in $\mathcal{I}, \rho \in \mathfrak{a}$ and $Q$ a positive integer.

Definition 9.8 (Schoeneberg). The congruence Zeta functions of $\mathcal{S}$ are defined as

$$
\zeta(s ; \mathfrak{a} Q \mathfrak{d}, \rho):=N(\mathfrak{a} Q \mathfrak{d}, \rho)^{s} \sum_{\substack{\mu \equiv \rho(\mathfrak{a} Q \mathfrak{d}) \\ \bmod \times(\mathfrak{a} Q \mathfrak{d})_{1}^{\prime}}}^{\prime} \frac{1}{|N(\mu)|^{s}}
$$

where $N=n^{2}$ denotes the absolute norm on $\mathcal{S}$, $n$ denotes the norm and $(\mathfrak{a Q d})_{1}^{\prime}$ is the group of units of $I^{\prime}$ congruent $1 \bmod \mathfrak{a} Q \mathfrak{d}$.

These series define ad hoc holomorphic functions for $\Re(s)>1$ extendable to meromorphic functions on $\mathbb{C}$ with at most two (simple) poles at 0,1 . Now let $\mathfrak{q}$ be a positive quadratic form on $\mathbb{Q}^{4}$ represented by the symmetric matrix $\mathfrak{Q}=\left(q_{i j}\right) \in \mathbb{G} l_{4}(\mathbb{Q})$ with respect to the canonical basis and $\omega_{k}, k=1, . ., 4$, a $\mathbb{Z}$-basis of $\mathcal{I}$. Both together define the quadratic form

$$
f_{\mathfrak{q}}: \mathcal{I} \rightarrow \mathbb{Q}, \omega=\sum u_{k} \omega_{k} \mapsto \sum_{i, j} q_{i} j u_{i} u_{j}=: f_{\mathfrak{q}}(\omega),
$$

on $\mathcal{I}$ and the congruence theta functions

$$
\vartheta(\omega ; \mathfrak{a} Q \mathfrak{d}, \rho, \mathfrak{q}):=\sum_{\mu \equiv(\mathfrak{a} Q \mathfrak{d})} \mathrm{e}^{\pi f_{\mathfrak{q}}(\omega \mu) /|n(\mathfrak{a})| Q \sqrt[4]{\operatorname{det}(\mathfrak{Q})} N(\mathfrak{d})}
$$

As in the modular case one gets via a $\operatorname{Mat}_{2}(\mathbb{R})$ - integration functions $\Phi$ connecting congruence Zeta and Theta functions, namely:

$$
\begin{aligned}
\Phi(s ; \mathfrak{a} Q \mathfrak{d}, \rho, \mathfrak{Q}) & =\int_{\mathfrak{F}_{1}}\left[\vartheta(\omega ; \mathfrak{a} Q \mathfrak{d}, \rho, \mathfrak{Q})-\delta_{\rho, 0}\right] \cdot|N(\omega)|^{s-1} d U \\
\Phi(s ; \mathfrak{a} Q \mathfrak{d}, \rho, \mathfrak{Q}) & =\frac{\pi^{-2 s}\left(\operatorname{det}(\mathfrak{Q})^{s / 2}\right.}{\left(Q^{2}|n(\mathfrak{d})|\right)^{s}} \Gamma(s ; \mathfrak{Q}) \zeta(s ; \mathfrak{a} Q \mathfrak{d}, \rho)
\end{aligned}
$$

where $\mathfrak{F}_{1}$ is a fundamental domain with respect to our unit group $(\mathfrak{a} Q \mathfrak{d})_{1}^{\prime}$, and the Gamma- function factor is

$$
\Gamma(s ; \mathfrak{Q})=\operatorname{det}(\mathfrak{Q})^{-s / 2}|\Delta|^{(s-1) / 2} \pi^{3 / 2} \Gamma(s) \Gamma\left(s-\frac{1}{2}\right)
$$

with discriminant $\Delta$ of $\mathcal{I}$.
On this way Schoeneberg uses transformation laws for the Theta functions to get the functional equation for the congruence Zeta functions

## Functional Equation 9.9 .

$\zeta(1-s ; \mathfrak{a} Q \mathfrak{d}, \rho)=\frac{(2 \pi)^{2(1-2 s)}}{\left(Q^{2} n(\mathfrak{d})\right)^{2 s}} \frac{\Gamma(2 s)}{\Gamma(2-2 s)} \sum_{\mathfrak{a} \ni \alpha \bmod \mathfrak{a} Q \mathfrak{d}} \mathrm{e}^{2 \pi s} \frac{\alpha \rho^{\prime}}{|n(\mathfrak{a})| Q n(\mathfrak{d})} \quad \zeta(s ; \mathfrak{a} Q \mathfrak{d}, \alpha)$.
Shimura transfered in [23] hermitian spaces of signature $(1,1)$ over imaginary quadratic number fields to indefinit quaternion spaces over $\mathbb{Q}$ together with the transfer of unitary group action to unit group actions of quaternion orders with diagrams similar to 60,61 but with $\mathcal{S}$ instead of $\operatorname{Mat}_{2}(\mathbb{Q})$ and the automorphism group of a maximal order instead of $\mathbb{S l}_{2}(\mathbb{Q})$. Along this way Kudla translated in [19] Schoeneberg's quaternionic congruence Zeta and Theta series to hermitian ones as described in $9.4,(49)$. He observed that the related function $E_{0}\left(\tau ; A_{0}\right)$ defined in (54) is the Mellin transform of $\theta_{0}\left(i y ; A_{0}\right)$. Then Kudla discovered in the cocompact unitary case the important composed function $g(\tau ; A)$, see (55) with nice transformation law 8.9. For more details we refer to [19], section 8.
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