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Part II: $\lambda$-independent estimates
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Abstract

In the second part of our investigation on a posteriori error estimates and a posteriori error control in finite element analysis in elasticity, we focus on robust a posteriori error bounds. First we establish a residual-based a posteriori error estimate which is reliable and efficient up to higher-order terms and $\lambda$-independent multiplicative constants; the Lamé constant $\lambda$ steers the incompressibility. Second we show the robust efficiency and reliability of averaging techniques in certain norms. Numerical evidence supports that the reliability of depends on the smoothness of given right-hand sides and is independent of the structure of a shape-regular mesh. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Error control and efficient mesh-design in finite element simulations of computational engineering and scientific computing are frequently based on a posteriori error estimates [1,11,14–16], where the question of nearly incompressible material and locking phenomena is usually excluded. For a Poisson ratio $\nu$ close to 1/2, the Lamé constant $\lambda$ is very large and dominates in the Navier–Lamé equations

$$ (\lambda + \mu) \nabla \text{div} u + \mu \Delta u = -f. \quad (1.1) $$

The second part of our investigation [6,7] on efficient and reliable averaging techniques in a posteriori error control shows that the constants $c_1$ and $c_2$ in the estimate

$$ E/c_1 \leq \eta \leq c_2 E + \text{h.o.t.} \quad (1.2) $$

for the error $E$ and the computable a posteriori error bound $\eta$ are independent of the meshsize and the parameter $\lambda$. In (1.2), the error norm is ($|| \cdot ||_{L^2(\Omega)}$ denotes the $L^2(\Omega)$-norm)

$$ E = ||2 \mu e(u-u_h)||_{L^2(\Omega)} + ||\lambda \text{div} (u-u_h)||_{L^2(\Omega)} \quad (1.3) $$
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and the error estimator for the residual-based a posteriori error estimate reads

\[ \eta = \| h_\mathcal{F} f + \text{div}_\mathcal{F}\sigma_h \|_{L^2(\Omega)} + \| h_\mathcal{E}^{1/2}\sigma_h \|_{L^2(\mathcal{E})}, \]

(1.4)

where \( h_\mathcal{F} \) and \( h_\mathcal{E} \) denote the element size and edge size, \( \sigma_h \) is the discrete stress with elementwise divergence \( \text{div}_\mathcal{F} \) and edgewise jump of the normal components \( [\sigma_h]_{\mathcal{E}} \) on the union of all edges \( \mathcal{E} \) (the skeleton of all element boundaries). The arguments in [4,5,9] allow a refined estimate that states that the edge contributions dominate, i.e., (1.2) holds for (1.3) and

\[ \eta = \| h_\mathcal{E}^{1/2}\sigma_h \|_{L^2(\mathcal{E})} + \text{h.o.t.} \]

(1.5)

The final result states that any averaging technique is reliable, e.g., that (1.2) holds for (1.3) and

\[ \eta = \min_{\sigma \in \mathcal{A}(\mathcal{F},g)} \| \sigma_h - \sigma \|_{L^2(\Omega)} + \text{h.o.t.}, \]

(1.6)

where \( \mathcal{A}(\mathcal{F},g) \) denotes the globally continuous and piecewise affine splines which satisfy Neumann boundary conditions.

The Part II in this series on averaging techniques provides robust error control for a finite element discretisation of (1.1) in the sense that \( \lambda \) (explicitly arising in the error norm \( E \) as well as in the error estimator \( \eta \)) does not affect the constants \( c_1 \) and \( c_2 \) in (1.2). We study the influence of the approximation of mixed inhomogeneous boundary conditions and the higher-order terms (h.o.t.).

The outline of the paper is as follows. The model problem and precise descriptions of material properties and the regularity of right-hand sides are given in Section 2 together with precise statements of (1.2)–(1.6) that include the proper treatment of boundary conditions. Algorithms are described in Section 3. Numerical evidence is provided in Section 4 and shows almost asymptotic exactness of our realisation of the ZZ-estimator for adapted meshes when we start with a structured grid. For more unstructured perturbed grids, the reliability and efficiency are still observed with very good constants. The proofs are given in Section 5 following arguments in [5,6,8]. It should be stressed that the error norm \( E \) in (1.3) is not the energy norm and indeed, the authors tried and failed to prove the reliability for the ZZ-estimator in the energy norm (cf. [6, Section 6 in Part I] for a heuristic). Nevertheless, numerical examples indicate that the energy-norm version of the ZZ-estimator performs well.

In Part III of this series [7], we investigate non-conforming schemes which are locking-free and we will provide robust reliable and efficient averaging techniques for their practical realisation.

2. Model example and results

The stress field \( \sigma \) satisfies the equilibrium equations

\[ \begin{align*}
\text{div } \sigma &= 0 \quad \text{in } \Omega, \\
\sigma \cdot n &= g \quad \text{on } \Gamma_N
\end{align*} \]

(2.1)

(2.2)

for given volume force \( f \in L^2(\Omega)^d \) and applied surface load \( g \in L^2(\Gamma_N)^d \). The Lipschitz boundary \( \Gamma = \partial \Omega \) of the body, occupied by a bounded domain \( \Omega \) in \( \mathbb{R}^d \), consists of a closed Dirichlet part \( \Gamma_D \) with positive surface measure and a remaining, relatively open and possibly empty, Neumann part \( \Gamma_N := \Gamma \setminus \Gamma_D \).

The Dirichlet data \( u_D \in C(\Gamma_D) \) are supposed to be differentiable at any flat piece of \( \Gamma_D \) such that the surface gradient is square-integrable (written \( u_D \in H^1(\Gamma_D) \)). Then, we suppose that the exact displacement field \( u \) belongs to \( H^1(\Omega)^d \), i.e., \( u \in L^2(\Omega)^d \) and the gradient \( Du \) is an \( L^2(\Omega)^{d \times d} \)-function, and satisfies

\[ u = u_D \quad \text{on } \Gamma_D. \]

(2.3)

The linear Green strain tensor \( \varepsilon(u) := \text{sym} Du = (1/2)(u_{j,k} + u_{k,j})_{j=1}^d \) is linearly related to the stress \( \sigma \)

\[ \sigma = C_\varepsilon(u) \quad \text{in } \Omega. \]

(2.4)
The two positive Lamè constants $\lambda$ and $\mu$ play different roles in the material law
\[ C_{\mathcal{F}} = \lambda \text{tr} (\mathcal{F}) \mathbb{1} + 2\mu \mathcal{F} \quad \text{for all } \mathcal{F} \in \mathbb{R}_{\text{sym}}^{d \times d}, \] (2.5)
where \text{tr} denotes the trace of a matrix and $\mathbb{1}$ is the unit matrix. While $\mu$ is fixed we carefully analyse $\lambda \to \infty$ in the material law (2.5) and denote the dependence of $\lambda$ explicitly in the notation.

There exists exactly one (weak) solution $u \in H^1(\Omega)^d$ to (2.1)–(2.4). (The Lebesgue and Sobolev spaces $L^2(\Omega)$ and $H^1(\Omega)$ are defined as usual [12,13].) The unknown exact solution $u$ is approximated by a finite element method on a mesh $\mathcal{F}$. We suppose that $\mathcal{F}$ is a regular triangulation of $\Omega \subset \mathbb{R}^d$ in the sense of Ciarlet [10], i.e., $\mathcal{F}$ is a finite partition of $\Omega$ into closed triangles or parallelograms if $d = 2$ and tetrahedrons if $d = 3$. We suppose that two distinct elements $T_1$ and $T_2$ in $\mathcal{F}$ are either disjoint or $T_1 \cap T_2$ is a complete face, a common edge or a common node of both $T_1$ and $T_2$. With $\mathcal{F}$ let $\mathcal{N}$ denote the set of all nodes and let $\mathcal{E}$ denote the set of all faces if $d = 3$ and an edge if $d = 2$. For simplicity, we call $E \in \mathcal{E}$ an edge (even if $d = 3$ and $E$ is a face) and we assume that $E \in \mathcal{E}$ either belongs to $\Gamma_D$ or $E \cap \Gamma_D$ has vanishing surface measure, so there is no change of boundary conditions within one edge $E \subset \Gamma$. Furthermore, let $P_k(T)$, resp. $Q_k(T)$, denote the set of the algebraic polynomials of total, resp. partial, degree $\leq k$ and define $P_k(\mathcal{F}) := P_k(T)$ if $T$ is a triangle or tetrahedron and $\mathcal{P}_k(T) := Q_k(T)$ if $T$ is a parallelogram.

Then the finite element methods provide a discrete solution $u_h$ which belongs to $\mathcal{G}$,
\[ \mathcal{G} := \mathcal{F}_1(\mathcal{F})^d := \{ v_h \in C(\Omega)^d : \forall T \in \mathcal{F}, v_h|_T \in \mathcal{P}_1(T) \} \] (2.6)
and satisfy, for all test functions $v_h \in \mathcal{G}_D := \{ v_h \in \mathcal{G} : v_h = 0 \text{ on } \Gamma_D \}$, with homogeneous Dirichlet conditions, the discrete weak form of equilibrium
\[ \int_{\Omega} e(v_h) : e(u_h) \, dx = \int_{\Omega} f \cdot v_h \, dx + \int_{\Gamma_N} g \cdot v_h \, ds. \] (2.7)
In case of pure Dirichlet conditions $\Gamma = \Gamma_D$ we require
\[ \int_{\Gamma} (u_{\Omega} - u_h) \cdot n \, ds = 0 \] (2.8)
(while there is no such further condition if $\Gamma_N$ has a positive surface measure). To assess the error in the geometric boundary conditions, we define the abstract error term
\[ \eta_D := \inf \{ ||e(\mathcal{G}(u_h - \eta))||_{L^2(\Omega)^d} : \eta \in H^1(\Omega)^d, \eta = u_D \text{ on } \Gamma_D \}. \] (2.9)
The infimum in (2.9) is attained (so we could replace inf by min therein) and can be estimated in case the boundary approximation of $u_D$ is specified (cf. Remark 2.1 below for a brief discussion).

The discrete stress jumps $[\sigma_\delta]_{\mathcal{N}}$ on the skeleton $\cup \mathcal{E}$ are defined along the edge $E \in \mathcal{E}$ as $[\sigma_\delta]_{\mathcal{N}} = 0$ if $E \subset \Gamma_D$, as $[\sigma_\delta]_{\mathcal{N}} = ([\sigma_\delta]_{T+} - [\sigma_\delta]_{T-})_{n_\delta}$ on an inner edge $T_+ \cap T_- = E, T_{\pm} \in \mathcal{F}$, and $[\sigma_\delta]_{\mathcal{N}} = g - \sigma_\delta n$ on $E \subset \Gamma_N$.

The standard residual-based a posteriori error estimate has the following new robust variant (proofs will be given in Section 5). The subsequent result is a precise statement of the upper bound in (1.2) for the estimator (1.4).

**Theorem 2.1.** Let $u \in H^1(\Omega)^d$ solve (2.1)–(2.4) and let $u_h \in \mathcal{G}$ satisfy (2.7). Suppose $f \in L^2(\Omega)^d$ and $g \in L^2(\Gamma_N)$. Then
\[ ||2\mu e(u - u_h)||_{L^2(\Omega)^d} + ||\lambda \text{div}(u - u_h)||_{L^2(\Omega)^d} \leq c_3 \left( ||h_{\mathcal{F}}(f + \text{div}_{\mathcal{F}} \sigma_\delta)||_{L^2(\Omega)^d} + ||h_{\mathcal{E}}^{1/2} [\sigma_\delta]_{\mathcal{N}}||_{L^2(\mathcal{E})^d} + \eta_D \right). \] (2.10)
The $(h_{\mathcal{F}}, h_{\mathcal{E}}, \lambda)$-independent constant $c_3 > 0$ depends on the shape of the elements and patches only.

The refinement concerns the volume contribution $||h_{\mathcal{F}}(f + \text{div}_{\mathcal{F}} \sigma_\delta)||_{L^2(\Omega)^d}$ which can be replaced by a higher-order term as in the estimator (1.5).
Theorem 2.2. Let \( u \in H^1(\Omega)^d \) solve (2.1)–(2.4) and let \( u_h \in \mathcal{S}(\mathcal{T})^d \) satisfy (2.7). Suppose \( f \in H^1(\Omega)^d \) and \( g \in L^2(\Gamma_N) \). Then
\[
\|2\mu e(u - u_h)\|_{L^2(\Omega)} + \|\lambda \text{div}(u - u_h)\|_{L^2(\Omega)} \leq c_3 \left( \|h_{\mathcal{T}}^{1/2}|\sigma_h|\|_{L^2(\mathcal{T})} + \|h_{\mathcal{T}}^{1/2} \nabla f\|_{L^2(\Omega)} + \eta_D \right).
\] (2.11.1)

The \((h_{\mathcal{T}}, h_e, \lambda)\)-independent constant \( c_4 > 0 \) depends on the shape of the elements and patches only.

The efficiency of the error estimators in (2.10) resp. (2.11) was shown by Verfürth in [15] whilst we state the theorem and do not recall the proof of the first inequality in (1.2).

Theorem 2.3. Let \( u \in H^1(\Omega)^d \) solve (2.1)–(2.4) and let \( u_h \in \mathcal{S} \) satisfy (2.7). Suppose \( f \in H^1(\Omega)^d \) and \( g \in H^1(\Gamma_N) \), and \( u_D \in H^2(\Gamma_D) \). Then
\[
\|h_{\mathcal{T}} f + \text{div}_\mathcal{T} \sigma_h\|_{L^2(\Omega)} + \|h_{\mathcal{T}}^{1/2}|\sigma_h|\|_{L^2(\mathcal{T})} \leq c_3 \left( \|2\mu e(u - u_h)\|_{L^2(\Omega)} + \|\lambda \text{div}(u - u_h)\|_{L^2(\Omega)} \right.
+ \left. \|h_{\mathcal{T}}^{1/2} e u_D / \partial s^2\|_{L^2(\Gamma_D)} + \|h_{\mathcal{T}}^{1/2} \partial g / \partial s\|_{L^2(\mathcal{T})} + \|h_{\mathcal{T}}^{1/2} \nabla f\|_{L^2(\Omega)} \right). \] (2.12.1)

The \((h_{\mathcal{T}}, h_e, \lambda)\)-independent constant \( c_5 > 0 \) depends on the shape of the elements and patches only.

The final part concerns averaging techniques where we have robust reliable and efficient error control. Recall from Part I [6], that, with \( \mathcal{E}_N \) denoting the edges on the Neumann boundary,
\[
\mathcal{D}(\mathcal{T}, g) := \{ \sigma_h \in \mathcal{S}(\mathcal{T})^{d \times d} : \sigma_h(z) \cdot n_E = g(z) \quad \text{for all } z \in \mathcal{N} \cap \mathcal{E} \quad \text{with} \quad E \in \mathcal{E}_N \}
\] (2.13.1)

which requires some continuity on \( g \). At those nodes \( z \) on \( \Gamma_N \) where \( \Gamma_N \) is flat and so the normal vectors coincide \( n_{E_1} = n_{E_2} \) for two distinct neighbouring \( E_1, E_2, \in \mathcal{E}_N \), the continuity of \( \sigma_h \) at \( z \in E_1 \cap E_2 \cap \mathcal{N} \) implies that the restrictions \( g|_{E_1} \) and \( g|_{E_2} \) coincide at \( z \). Note that \( \mathcal{D}(\mathcal{T}, g) = \mathcal{S}(\mathcal{T})^{d \times d} \) in the case of pure Dirichlet conditions. Then
\[
\eta_Z := \min_{\sigma_h \in \mathcal{D}(\mathcal{T}, g)} \|\sigma_h - \sigma_h^g\|_{L^2(\Omega)}
\] (2.14.1)

is a lower bound of each averaging estimator (up to the Neumann boundary conditions). The subsequent result implies (1.2) for the estimator (1.6).

Theorem 2.4. Let \( u \in H^1(\Omega)^d \) solve (2.1)–(2.4) and let \( u_h \in \mathcal{S}(\mathcal{T})^d \) satisfy (2.7). Suppose \( f \in H^1(\Omega)^d \) and \( g \in H^2(\mathcal{E}_N) \), i.e., \( g|_E \in H^2(\mathcal{T})^d \) for all \( E \in \mathcal{E} \) with \( E \subset \mathcal{T}_N \). Then
\[
\eta_Z - \min_{\sigma_h \in \mathcal{D}(\mathcal{T}, g)} \|\sigma_h - \sigma_h^g\|_{L^2(\Omega)} \leq \|2\mu e(u - u_h)\|_{L^2(\Omega)} + \|\lambda \text{div}(u - u_h)\|_{L^2(\Omega)}
\leq c_6 \left( \eta_Z + \|h_{\mathcal{T}}^2 \nabla f\|_{L^2(\Omega)} + \eta_D + \|h_{\mathcal{T}}^{1/2} \partial g / \partial s\|_{L^2(\mathcal{T})} \right). \] (2.15.1)

The \((h_{\mathcal{T}}, h_e, \lambda)\)-independent constant \( c_6 > 0 \) depends on the shape of the elements and patches only.

Remark 2.1. The term \( \eta_D \) can be of higher order. For instance, if the geometric boundary conditions of \( u_h \) are satisfied in each node,
\[
u_h(z) = u_D(z) \quad \text{for all nodes } z \in \mathcal{N} \cap \Gamma_D
\] (2.16.1)

and the Dirichlet data \( u_D \in H^1(\Gamma_D) \) are \( \mathcal{E}_N \)-piecewise smooth, e.g., \( u_D|_E \in H^2(\mathcal{E}) \) for all \( E \in \mathcal{E} \) with \( E \subset \Gamma_D \), then
\[
\eta_D \leq c_7 \left( \|h_{\mathcal{T}}^{1/2} \partial e(u_h - u_D) / \partial s\|_{L^2(\mathcal{T})} \leq c_7 \|h_{\mathcal{T}}^{1/2} \partial e u_D / \partial s^2\|_{L^2(\Gamma_D)} \right), \] (2.17.1)

where \( h_{\mathcal{T}} \) denotes the local edge-length on \( \mathcal{E} \) and \( \partial e(z) / \partial s \) denotes the edgewise tangential derivative. The \( h_{\mathcal{T}} \)-independent constant \( c_7 \) is independent of \( u_D \) and depends only on the aspect ratio of the elements in \( \mathcal{T} \).
(The estimate (2.17) is proved in [5] for \( d = 2 \), in [2] for \( d = 3 \). In case of pure Dirichlet conditions, (2.16) is feasible in simple cases with the additional property (2.8). In general, (2.16) and (2.8) may not hold simultaneously.

3. Adaptive algorithms

The numerical examples provide experimental evidence of the efficiency, reliability and robustness of the a posteriori error estimate and illustrates the performance of adaptive algorithms.

Instead of \( \eta_z \) we calculate \( \eta_{\mathcal{A}} := \| \sigma_h - \mathcal{A} \sigma_h \|_{L^2(\Omega)} \) with the averaging operator \( \mathcal{A} \) based on a function \( \sigma_h^C \in \mathcal{H}^1(\mathcal{T})^3 \) which satisfies \( g(z) = \sigma_h^C(z) n_E(z) \) for each endpoint \( z \) of an edge \( E \) on \( T_N \). We define

\[
\mathcal{A} \sigma_h := \sigma_h^C := \sum_{z \in E(\mathcal{T})} \mathcal{I}_z(\sigma_h) q_z,
\]

(3.1)

where, for \( z \in \mathcal{N} \setminus T_N \), \( \mathcal{I}_z(\sigma_h) := \int_{\Omega_z} \sigma_h \ dx \) is the integral mean of \( \sigma_h \) over \( \Omega_z \). For \( z \in \mathcal{N} \cap T_N \) the discrete Neumann condition \( g(z) = \sigma_h^C(z) n_E \) is included by solving a \( 4 \times 4 \) linear system of equations. We refer to Part I [6] for computational details.

The following algorithm generated all meshes of this paper and is explained with more details in Part I. We merely mention that some notations are defined therein \( \vartheta = 1 \) yields perturbed meshes for comparison to \( \vartheta = 0 \).

Algorithm ((\( A^0 \), resp. \( A^0 \)).
(a) Start with a coarse mesh \( \mathcal{T}_0, k = 0 \).
(b) Solve the discrete problem with respect to the actual mesh \( \mathcal{T}_k \) with \( N \) degrees of freedom and error
\( e_N := \| \sigma - \sigma_h \|_{L^2(\Omega)} \).
(c) For Algorithm \( (A^0) \) compute, for all \( T \in \mathcal{T}_k \),
\( \eta_T = \eta_{A,T} := \| \sigma_h - \mathcal{A} \sigma_h \|_{L^2(T)} \).

For Algorithm \( (A^0) \) compute, for all \( T \in \mathcal{T}_k \) \( \eta_T = \eta_{K,T} \) with
\( \eta_{K,T} := ||f||_{L^2(T)}^2 + ||\sigma_h \cdot n||_{L^2(T)}^2 \).
(d) Compute a given stopping criterion based on \( (\sum_{T \in \mathcal{T}_k} \eta_T^2)^{1/2} \), denoted \( \eta_K \), respectively, \( \eta_{A,K} \), and decide to terminate or go to (e).
(e) Mark the element \( T \) (red refinement) provided,
\[
\frac{1}{N} \sum_{T \in \mathcal{F}_T} \eta_T \leq \eta_T.
\]

(f) Mark further element (red-green-blue-refinement) to avoid hanging nodes. Generate a new triangulation \( \mathcal{T}_{k+1} \) using edge-midpoints if \( \vartheta = 0 \) and points on the edges at a random distance at most 0.3 \( h_E \) from the edge-midpoints if \( \vartheta = 1 \). Perturb the nodes \( z \in \mathcal{N}_{k+1} \) of the mesh \( \mathcal{T}_{k+1} \) at random with values taken uniformly from a ball around \( z \) of radius \( \vartheta 2^{-k}/15 \). Correct boundary nodes by orthogonal projection onto that boundary piece they are expected such that \( \Omega, \Gamma_D, \Gamma_N \) are matched by the resulting mesh \( \mathcal{T}_{k+1} \) exactly. Update \( k \) and go to (b).

4. Numerical experiments

The three numerical experiments of Part I [6] are complemented in this section with \( L^2 \)-stress-error norms \( e_N \) and corresponding estimators \( \eta_K \) and \( \eta_{A,K} \); notation is adopted from Algorithm \( (A^0) \), resp. \( (A^0) \). All examples concern the Navier–Lamé equation (1.1) in the form of (2.1)–(2.6) and more details are reported in Part I [6, Sections 4.1–4.3].
4.1. L-shaped domain with analytic solution

The model example of the L-shaped domain with corners \((0,0), (-1,-1), (0,-2), (2,0), (0,2),\) and \((-1,1)\) models singularities at re-entrant corners for Young’s modulus \(E = 100,000\) and the Poisson coefficient \(0.3 \leq \nu < 0.5\). The considered exact solution is traction free, \(g = 0\), on the Neumann boundary \(\Gamma_N := \text{conv}\{(0,0), (-1,1)\} \cup \text{conv}\{(0,0), (1,0)\}\) and \(f = 0\).

Starting from the initial mesh \(\mathcal{T}_0\) from Fig. 1 (top, left), we run Algorithm \((A^0_\nu)\). The resulting mesh after 11 adaptive refinements and a zoom at the re-entrant corner is shown in Fig. 2 and displays a rather high mesh-refinement near the singularity.

Errors \(e_N\) and error estimators \(\eta_\nu, \eta_R\) are displayed versus the number of degrees of freedom \(N\) for \(\nu = 0.333\) and 0.499 for uniform meshes and adaptively refined meshes generated by Algorithms \((A^0_\nu)\), resp. \((A^0_\mu)\) in Fig. 3. For the sequences of uniform meshes, we obtain experimentally convergence \(\approx 0.54\) which coincides with the theoretically expected rate. (Note, \(N \propto h^{-2}\) in two dimensions.) Although the refined meshes \(\mathcal{T}_1, \ldots, \mathcal{T}_k\) do not show the expected ‘standard’ refinement (circular around the origin) for \(\mu = 0.499\), the adaptive mesh-refining Algorithm \((A^0_\nu)\) improves this experimental convergence order to 1 which is optimal for the used family of finite element spaces.

\textbf{Fig. 1.} \(\mathcal{T}_0, \ldots, \mathcal{T}_9\) generated by Algorithm \((A^0_\nu)\) in Section 4.1 \((\nu = 0.4999)\).

\textbf{Fig. 2.} Mesh \(\mathcal{T}_{11}\) and magnified detail at the re-entrant corner for Section 4.1 \((\mu = 0.499)\).
The displacement formulation shows incompressibility locking phenomena in Fig. 3, i.e., the error in energy norm is not bounded (for a given number of unknowns) as $\nu \to 1/2$.

Super-convergence properties are frequently believed to be responsible for the good performance of averaging techniques for a posteriori error control in practice. We take Algorithm (A$_v^1$) to study the influence of local symmetries in the mesh. Algorithm (A$_v^1$) perturbs the nodes in step (f). (We refer to [6] for a figure of a sequence of perturbed refined meshes form Algorithm (A$_v^1$).

For perturbed and non-perturbed meshes from Algorithm (A$_v^0$), we display the extreme quotients of the error estimator $\eta_N$ over the error $e_N = ||\sigma - \sigma_h||_{L^2(\Omega)}$ versus $1/2 - \nu$, i.e., the displayed constants are $\min\{\eta_N/e_N\}$ and $\max\{\eta_N/e_N\}$ for different values of $N$ corresponding to $\mathcal{F}_1, \ldots, \mathcal{F}_k$ for $k$ as implicitly shown in Fig. 1.

Fig. 4 shows that the reliability constant is bounded from above and the efficiency constant from below independently from the Poisson ratio $\nu$. This numerical experiment confirms numerically that the a posteriori error estimate is $h$-independent and supports that also for perturbed meshes the estimate (2.15) is reliable and efficient.

### 4.2. Cook’s membrane problem

A tapered panel is clamped on the left end as depicted in Fig. 5 subject to a shearing load on the right end, i.e., $g = (0, 1000)$ on the right edge of $\Omega$, $g = 0$ on the remaining part of $\Gamma_N$, $u = 0$ on $\Gamma_D$ and $f = 0$. 

![Image](image_url)
The material constants are $E = 100,000$ and $v = 1/3$ or 0.499 and the initial mesh $\mathcal{F}_0$ is displayed in Fig. 6 (top, left).

A plot of $\mathcal{F}_{11}$ generated by Algorithm (4.4) as some magnified detail near the re-entrant corner (zoom of $(0,5) \times (40,45))$ is given in Fig. 5 for $v = 1/3$.

The a posteriori error estimates $\eta_{A}$ and $\eta_{R}$ for $v = 1/3$ (left) and $v = 0.499$ (right) computed with uniform and adaptive refinements are given in Fig. 7.

The adaptive mesh-refining Algorithms (4.2) and (4.3) yield a slope $-1/2$. Assuming that the error estimator $\eta_{A}$ is efficient and reliable as in Example 4.1 we obtain convergence order 1 which is asymptotically better than uniform refinement as observed in Fig. 7.

Since the exact solution is unknown for this example, we only show the a posteriori error estimate by $\eta_{R}$ resp. $\eta_{A}$. (Here, we consider the $L^2$-norm of $\sigma - \sigma_h$ which cannot be calculated by Galerkin-orthogonality as the energy norm in Part I.)
For $\mu = 1/3$, 0.499 and all values of $N$ corresponding to $T_1, \ldots, T_k$ implicitly shown in Fig. 7 we calculate $2.63 \leqslant \eta_R/\eta_{Z} \leqslant 3.6$; the behaviour of the error estimators $\eta_R$ and $\eta_Z$ is the same with respect to $\lambda$. In contrast, the quotient $\eta_R/\eta_{Z}$ seems to be unbounded as $\lambda$ and $\max(h_{T})^{-1}$ increase for the error indicators $\eta_R$ and $\eta_{Z}$ in Part I [6] (c.f. [6, Section 4.3]).

By Algorithm $(A^0_p)$ we obtain meshes with slightly smaller quantities $\eta_R$ and $\eta_Z$ than those generated by Algorithm $(A^2_p)$ and to reach a given tolerance Algorithm $(A^0_p)$ needs more adaptive iterations than $(A^2_p)$.

### 4.3. Compact tension specimen

The compact tension specimen of Fig. 8 is loaded with a surface load $g = (0,100)$ on $\Gamma_N = \{(x,y) \in \Gamma : y = 60\}$ and $f = 0$; $E = 100,000$ and $\nu = 1/3$ and 0.4999. The specimen is subjected to a vertical elongation. As the problem is symmetric, one half of the domain was discretised. We fixed the horizontal displacement with the constraint that the integral mean of all horizontal displacements is zero.

For coarse meshes, the problem behaves like a problem with re-entrant corner at $A = (50, 0)$ and hence we expect a higher mesh-refinement. The numerical solution for this problem with $\nu = 1/3$ and $N = 21,503$ and a magnification of the adaptively refined mesh around $(50, 0)$ is provided in Fig. 8. The a posteriori error estimates $\eta_{Z}$ and $\eta_R$ are plotted versus the number of degrees of freedom $N$ in Fig. 9 (see Fig. 10). Assuming efficiency and reliability constants as computed in Section 4.1 we obtain optimal convergence.
Fig. 9. Error indicators $\eta_d$ and $\eta_h$ vs $N$ for uniform and adaptive meshes from Algorithm $(A^I)$ and $(A^G)$ of Section 4.3 ($v = 1/3$ left, $v = 0.499$ right).

Fig. 10. $\mathcal{T}_0, \ldots, \mathcal{T}_7$ generated by Algorithm $(A^I)$ in Section 4.3 ($v = 1/3$).

rates 1 of $\epsilon_N$ for adaptive meshes. The convergence rate of $\eta_d$ and $\eta_h$ is approximately 1 for the adaptive meshes and (computed from the last two meshes) 0.44, resp. 0.11 for uniform meshes.

Both adaptive mesh-refining Algorithms $(A^I)$ and $(A^G)$ improve this experimental convergence order to the optimal order one. Similar as in Section 4.2 we get $2.6 \leq \eta_h/\eta_d \leq 3.45$ for all calculated examples.

5. Proofs

Let $u$ solve (2.1)--(2.4), respectively, let $u_h$ satisfy (2.7). Then define the exact and discrete pressure

$$p := -\lambda \text{div } u \quad \text{and} \quad p_h := \lambda \text{div } u_h$$

such that the stress–strain relations read

$$\sigma = 2\mu \epsilon(u) - p \mathbb{1} \quad \text{and} \quad \sigma_h = 2\mu \epsilon(u_h) - p_h \mathbb{1}.$$  \hspace{1cm} (5.2)

For brevity, we define the errors

$$e := u - u_h \in H^1(\Omega)^d \quad \text{and} \quad \delta := p - p_h \in L^2(\Omega)$$

and frequently write $\| \cdot \|_{2,\Omega} := \| \cdot \|_{L^2(\Omega)}$ and $\| \cdot \|_{1,2,\Omega} := \| \cdot \|_{H^1(\Omega)}$ and in this notation even neglect the domain $\Omega$ if there is no risk of confusion.
In the first step of the proof, we consider an auxiliary variable to control $\delta$ in the sequel. Notice that we need the extra condition $\int_\Omega \delta \, dx = 0$ in case $\Gamma = \Gamma_D$ which then is equivalent to (2.8).

**Lemma 5.1** [3,6]. There exists a constant $c_8 = c_8(\Omega, \Gamma_N)$ and a function $w \in H^1_0(\Omega) := \{ v \in H^1(\Omega)^d : v = 0 \text{ on } \Gamma_D \}$ with

$$\text{div } w = \delta \quad \text{and} \quad ||w||_{H^1(\Omega)} \leq c_8 ||\delta||_{L^2(\Omega)} \quad \square.$$  

Similar to [6] we employ $w$ to define some function

$$v := 2\mu \frac{c^2}{c_8} e - w \in H^1(\Omega)^d.$$  

**Lemma 5.2.** We have

$$2\mu^2 c^2 ||e(e)||_{L^2(\Omega)}^2 + (1/2 + 2\mu c^2 / \lambda) ||\delta||_{L^2(\Omega)}^2 \leq \int_\Omega (\sigma - \sigma_h) : e(v) \, dx.$$  

**Proof.** A direct calculation (merely employing the definitions in (5.1), (5.2) and (5.5) yields

$$4\mu^2 c^2 ||e(e)||_{L^2(\Omega)}^2 + (1 + 2\mu c^2 / \lambda) ||\delta||_{L^2(\Omega)}^2 = \int_\Omega (\sigma - \sigma_h) : e(v) \, dx + 2\mu \int_\Omega e(e) : e(w) \, dx.$$  

Employing (5.4), Cauchy’s, and Young’s inequalities we deduce

$$2\mu \int_\Omega e(e) : e(w) \, dx \leq 2\mu^2 c^2 ||e(e)||_{L^2(\Omega)}^2 + \frac{1}{2} ||\delta||_{L^2(\Omega)}^2.$$  

A combination of (5.7) and (5.8) shows the assertion (5.6). \square

The subsequent approximation operator is the key to our reliability proof of the averaging techniques for error control. The set of free nodes is $\mathcal{N} := \mathcal{N} \setminus \Gamma_D$ and for each node $\Omega_\varepsilon$ is a (possibly enlarged) patch (i.e., union of neighbouring elements) of diameter $h_\varepsilon [4,5].$

**Lemma 5.3** [4,5,9]. There exists a linear mapping $\mathcal{J} : H^1_D(\Omega) \rightarrow H^1(\Omega)$ which satisfies

$$||\nabla \mathcal{J} \varphi||_{L^2(\Omega)} + ||h_{\varepsilon}^{-1}(\varphi - \mathcal{J} \varphi)||_{L^2(\Omega)} + ||h_{\varepsilon}^{-1/2}(\varphi - \mathcal{J} \varphi)||_{L^2(L^2(\Omega))} \leq c_9 ||\nabla \varphi||_{L^2(\Omega)}$$

for all $\varphi \in H^1_D(\Omega).$ In addition, there holds for all $\varphi \in L^2(\Omega)^d$

$$\int_\Omega R \cdot (\varphi - \mathcal{J} \varphi) \, dx \leq c_{10} ||\nabla \varphi||_{L^2(\Omega)} \left( \sum_{\varepsilon \in \mathcal{E}} \int_{\Omega_{\varepsilon}} |R - R_{\varepsilon}|^2 \, dx \right)^{1/2}.  \tag{5.10}$$

The positive constants $c_9, c_{10}$ do not depend on the mesh-sizes $h_{\varepsilon}$ and $h_{\varepsilon}$, but on the shape of the elements only. \square

**Proof of Theorem 2.1.** Because of Lemma 5.2 and with some $\eta$ as in (2.9), we focus on the term

$$\int_\Omega (\sigma - \sigma_h) : e(v) \, dx = 2\mu c^2 \int_\Omega (\sigma - \sigma_h) : e(\eta - u_h) \, dx + \int_\Omega (\sigma - \sigma_h) : e(z - \mathcal{J} z) \, dx \quad \tag{5.11}$$

when $z := 2\mu c^2 (u - \eta) - w$ and we employed (2.7) for $v_h = \mathcal{J} z.$ This and Lemma 5.2 show

$$||2\mu e(e)||_{L^2(\Omega)}^2 + ||\delta||_{L^2(\Omega)}^2 \leq c_1 \left( \int_\Omega (\sigma - \sigma_h) : e(z - \mathcal{J} z) \, dx \right)^{1/2}.$$  

A $\mathcal{J}$-elementwise integration by parts and a reorganisation of all the boundary term on $\cup \mathcal{E}$ (cf. [14,15] for details) with the volume residual $R := f + \text{div}_{\mathcal{J} \mathcal{E}} f = f$ and the stress jumps $J$ yield
\[ \int_{\Omega} (\sigma - \sigma_h) : \varepsilon(z - \varepsilon z) \, dx = \int_{\Omega} R \cdot (z - \varepsilon z) \, dx - \int_{\partial \Omega} J \cdot (z - \varepsilon z) \, ds. \] (5.13)

Lemma 5.3 and a few applications of Cauchy’s inequality prove, with \( R \in \mathbb{R}^d \) for \( z \in \mathcal{H} \),
\[ \int_{\Omega} (\sigma - \sigma_h) : \varepsilon(z - \varepsilon z) \, dx \leq c_1 \left( \sum_{z \in \mathcal{H}} \sum_{z \in \mathcal{H}} h_z^2 ||R - R_z||^2_{2, \Omega} \right)^{1/2} + c_9 ||h^1 \partial_z J||^2_{2, \partial \Omega} \| \nabla z \|_{L^2}. \] (5.14)

By Korn’s inequality, the definitions of \( z, \eta_D \) and because of (5.4)
\[ \| \nabla z \|_{L^2} \leq c_{12} \| \varepsilon z \|_{L^2} \leq c_{13} (\| \varepsilon \eta_D \|_{L^2} + \| \delta \|_{L^2}). \] (5.15)

Thus, Young’s inequality shows in (5.14) that
\[ \int_{\Omega} (\sigma - \sigma_h) : \varepsilon(z - \varepsilon z) \, dx \leq \frac{1}{2} \| \varepsilon \eta_D \|_{L^2}^2 + \frac{1}{2} \| \delta \|_{L^2}^2 + c_{14} \left( \| h^1 \partial_z J \|_{L^2, \partial \Omega}^2 + \eta_D^2 + \sum_{z \in \mathcal{H}} h_z^2 ||R - R_z||_{2, \Omega}^2 \right). \] (5.16)

The assertion of Theorem 2.1 follows from (5.12) and (5.16) when we set \( R_z = 0 \). \( \Box \)

**Proof of Theorem 2.2.** Coming back to (5.16) but choosing \( R_z \) as the integral mean of \( R = \varepsilon \) on \( \Omega_z \) and Poincaré inequality show \( ||R - R_z||_{2, \Omega} \leq C ||f||_{2, \Omega}, \) where \( C(\Omega_z)/h_z \) depends on the shape of the patch only. Then, for each element \( T \subset \bar{\Omega}, \) \( C(\Omega_z)/h_T \) is \( h_z \)-independent and depends on the aspect ratio of the elements only. This, and the fact that the patches have a finite overlap show that
\[ \sum_{z \in \mathcal{H}} ||R - R_z||_{2, \Omega} \leq c_{15} ||h^1 \varepsilon ||_{L^2}. \] (5.17)

Utilising (5.17) in (5.16), the assertion of Theorem 2.2 follows from (5.12).

**Proof of Theorem 2.4.** Coming back to (5.16) we follow the lines of the proof in Part I (cf. (5.9)–(5.12) in [6] with \( w \) instead of \( z \) to verify
\[ \int_{\Omega} (\sigma - \sigma_h) : \varepsilon(z - \varepsilon z) \, dx \leq c_{16} \| \nabla z \|_{L^2} \left( ||\sigma_h - \sigma_h||_{L^2(\Omega)} + ||h^3/2 \partial z g/\partial s||_{L^2(\Gamma_N)} + ||h^1 \varepsilon ||_{L^2(\Omega)} \right). \] (5.18)

This, (5.12) and (5.15) prove the assertion.
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