CONVERGENCE OF ADAPTIVE FINITE ELEMENT METHODS
FOR A NONCONVEX DOUBLE-WELL MINIMIZATION PROBLEM

CARSTEN CARSTENSEN AND GEORG DOLZMANN

Abstract. This paper focuses on the numerical analysis of a nonconvex variational problem which is related to the relaxation of the two-well problem in the analysis of solid-solid phase transitions with incompatible wells and dependence on the linear strain in two dimensions. The proposed approach is based on the search for minimizers for this functional in finite element spaces with Courant elements and with successive loops of the form SOLVE, ESTIMATE, MARK, and REFINE. Convergence of the total energy of the approximating deformations and strong convergence of all except one component of the corresponding deformation gradients is established. The proof relies on the decomposition of the energy density into a convex part and a null-Lagrangian. The key ingredient is the fact that the convex part satisfies a convexity property which is stronger than degenerate convexity and weaker than uniform convexity. Moreover, an estimator reduction property for the stresses associated to the convex part in the energy is established.

1. Introduction

Variational models in the framework of nonlinear elasticity for phase transitions in solids lead to minimization problems for which the existence of minimizers cannot be obtained by the direct method in the calculus of variations; see [1,2,18,25,40] and the literature quoted therein. The model example of this paper concerns a free energy $W$ given as the minimum of two linearly elastic wells with identical elastic moduli in a two-dimensional situation. The key feature of this energy density is that a closed form for its quasiconvex relaxation in the sense of Morrey [39] is known. We use this relaxed energy density to explore new ideas in the numerical treatment of the related nonconvex minimization problem and present the first convergence result in the spirit of [11,15,27]. Our analysis provides both a convergence result for a suitable adaptive algorithm and an a priori error analysis if the minimizer is sufficiently smooth. We expect that our techniques will be applicable to more complex situations in which the relaxed energy fails to be convex; see, e.g., [23] for an example with applications to smart materials and nematic elastomers. So far the numerical analysis of these systems remains a challenging problem since the constraint of incompressibility needs to be incorporated into models for rubber-like materials.
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1.1. The variational model and its quasiconvex relaxation. This paper concerns the model energy, which we refer to as two-well energy with dependence on linear strains,
\[ W(E) = \min \{ W_1(E), W_2(E) \} \quad \text{for all } E \in \mathbb{M}^{2 \times 2}_{\text{sym}}, \tag{1.1} \]
where
\[ W_j(E) = \frac{1}{2} \langle \mathbb{C}(E - A_j), E - A_j \rangle + w_j \quad \text{for } j = 1, 2 \]
in a two-dimensional setting with local stress-free states $A_1$ and $A_2$ in $\mathbb{M}^{2 \times 2}_{\text{sym}}$ and suitable constants $w_j \in \mathbb{R}$. The matrices $A_1$ and $A_2$ can be identified with the two solid phases of the material. The attention in this contribution lies on the classical case of an isotropic Hooke’s law with bulk modulus $\kappa > 0$ and shear modulus $\mu > 0$, i.e.,
\[ \mathbb{C}E = \kappa (\text{tr } E) \mathbb{I} + 2\mu (E - \frac{1}{2} (\text{tr } E) \mathbb{I}) . \]

For a given Dirichlet boundary condition $u_D \in H^1(\Omega; \mathbb{R}^2)$ we define the variational integral
\[ I(v) = \int_\Omega W(\varepsilon(v)) \, dx - \int_\Omega f \cdot v \, dx \tag{1.2} \]
and consider, in view of the quadratic growth of the energy, the associated variational problem
minimize $I$ among all $v$ in $A := u_D + H^1_0(\Omega; \mathbb{R}^2)$.

Here $\varepsilon(v)$ denotes the symmetric part of the deformation gradient $Dv$ and $f \in L^2(\Omega; \mathbb{R}^2)$ is a given applied volume load. Since the energy density $W$ is bounded from below one may choose an infimizing sequence $(v_j)_{j \in \mathbb{N}} \subset A$ with $I(v_j) \to \inf_A I$ for $j \to \infty$. However, the energy density $W$ fails to be quasiconvex in the sense of Morrey \cite{morrey53} and infimizing sequences tend to develop finer and finer oscillations and eventually converge weakly but not strongly in $H^1$. Typically the weak limit is not a minimizer of the problem, reflecting its lack of lower semicontinuity which is equivalent to a lack of quasiconvexity for the energy density $W$ \cite[Section 8.2.1]{ball05} or \cite[Theorem 4.4]{ball98}. An illustrative discussion of effects related to the failure of the existence of solutions can be found in \cite{diatta11}.

A first approach in this situation is to replace the weak limit by the gradient Young measure associated to the sequence of deformation gradients along the infimizing sequence \cite{ball91}, thereby relaxing the variational problem in the sense that a larger class of admissible objects is introduced.

A second, very successful approach, which is usually followed, consists in replacing the functional $I$ by its lower semicontinuous envelope. In the situation at hand this envelope is given by the energy functional $I^{qc}$ in which the energy density $W$ has been replaced by its quasiconvex envelope $W^{qc}$, i.e.,
\[ I^{qc}(v) = \int_\Omega W^{qc}(\varepsilon(v)) \, dx - \int_\Omega f \cdot v \, dx . \tag{1.3} \]

Here the quasiconvex envelope $W^{qc}$ of $W$ is defined by
\[ W^{qc}(F) = \inf_{\varphi \in \mathbb{W}_{\text{qc}}(\omega; \mathbb{R}^2)} \frac{1}{|\omega|} \int_\omega W(F + D\varphi) \, dx \quad \text{for all } F \in \mathbb{M}^{2 \times 2}, \]
and was for \( W \) given by \( (1.1) \) characterized in \[31,35,32\] and is stated in \[32,37\]. Moreover, it is known that in the case at hand \( W^{qc} \in C^{1,1}(\mathbb{M}^{2 \times 2}) \); see \[3\].

The advantage of replacing \( I \) by \( I^{qc} \) is that the relaxed energy density \( W^{qc} \) is quasiconvex and since \( W^{qc} \) satisfies, with positive constants \( c_1, c_2, c_3 \), the quadratic growth and coercivity conditions \( c_1 F^2 - c_2 \leq W^{qc}(F) \leq c_3 (|F|^2 + 1) \), the existence of a minimizer for \( I^{qc} \) subject to the given Dirichlet boundary conditions follows from the direct method in the calculus of variations \[22, Theorem 8.29\] or \[40, Theorem 4.4\]. In particular, one replaces a variational problem which may not have minimizers by one which has minimizers. Moreover, the integrals \( I \) and \( I^{qc} \) are closely related; see \[22, Theorem 9.1\] or \[40, Theorem 4.5\]. In fact, any minimizer \( u \) of \( I^{qc} \) characterizes a generalized deformation of \( I \) in the sense that there exists a sequence \((u_j)_{j \in \mathbb{N}}\) which infimizes the energy \( I \), converges weakly to \( u \) in \( H^1(\Omega; \mathbb{R}^2) \), and for which the corresponding sequence \((Du_j)_{j \in \mathbb{N}}\) generates a minimizing gradient Young measure for \( I \). If the convergence is even strong in \( H^1(\Omega; \mathbb{R}^2) \), then the minimum of the energy \( I \) is attained and \( u \) is a classical minimizer of \( I \). Some surprising existence results for nonconvex variational problems can be found in \[31\].

The relaxation \( W^{qc} \) of the density \( W \) in \( (1.1) \) has a mathematically rich structure depending on the matrices \( A_1 \) and \( A_2 \). In fact, the case in which \( A_1 - A_2 = c \otimes d + d \otimes c \) for two vectors \( c, d \in \mathbb{R}^2 \) is referred to as the compatible case; see \[31, Lemma 4.1\]. It corresponds to the case in which nonaffine Lipschitz functions \( u \) with \( \varepsilon(u) \in \{A_1, A_2\} \) exist. In this situation \( W^{qc} \) turns out to be convex and the numerical analysis related to this case has been accomplished in \[10,11\].

Therefore we focus in this contribution on the incompatible case \[31, Lemma 4.1\] which is related to the assumption that the eigenvalues \( \eta_1 \) and \( \eta_2 \) of the matrix \( A_1 - A_2 \) satisfy

\[
0 < \eta_1 < \eta_2.
\]

The numerical analysis in this case is quite different from the compatible case since the relaxation \( W^{qc} \) is not convex. However, the minimizers of the corresponding variational integral are known to be unique (see \[32, Theorem 9.3\] below and see Remark \[33\] for a brief discussion of the case \( \eta_1 = \eta_2 \) with counterexamples to uniqueness \[46, Remark 2.2\]) and this uniqueness leads to a successful approximation result.

1.2. Numerical analysis of nonconvex variational problems and their relaxation. The difficulties in the analysis of the variational integral \( (1.2) \) discussed in Section \[11\] are also reflected in its numerical simulation. A first approach is a direct minimization of the energy \( I \) in a finite element space; see \[36\] for a discussion of how a suitable interpolation of an infimizing sequence leads to low energy states in finite element spaces. While of theoretical importance, these results do not resolve the significant computational challenges of a minimization of a nonconvex problem. One of the major difficulties consists in the existence of clusters of local minimizers which rule out the use of steepest descent methods.

Another difficulty concerns a strong dependence of the quality of the approximation on the orientation of the underlying finite element mesh. For example, if the minimizing sequences develop oscillations in a direction which is not well resolved...
by the mesh, then the error in the energy may be of order one unless the characteristic width of the mesh is very small leading to a large complexity of the discrete system and sharp lower bounds for the total energy [17]. Finally, the numerical approximation based on gradient Young measures faces the difficulty that one needs to discretize at every Gauss point a measure. See, for example, [7,14,16,33,43,44] and the references therein for detailed information on these aspects.

Moreover, the calculation of $W^{qc}$ from $W$ provides information about the oscillations which are necessary to reduce the energy from $W$ to $W^{qc}$. This information allows one to construct, in a post-processing step, a minimizing sequence for $I$ from the knowledge of a minimizer for $I^{qc}$; see, e.g., [4,8,10,13,21] for successful examples of this strategy. In particular, these oscillations are already recorded in the relaxed energy and do not need not be resolved explicitly during the computation. Therefore one expects the quality of the numerical simulation to be independent of the orientation of the underlying mesh. Analogously, one can construct for a given deformation gradient $F$ a corresponding gradient Young measure $\nu$ with center of mass $F$ which realizes the relaxed energy, $W^{qc}(F) = \langle W, \nu \rangle$, and provides at the same time a representation for the stress variable $\sigma(F) = DW^{qc}(F) = \langle DW, \nu \rangle$; see [3,12] for a discussion of this representation and of higher regularity of the stress variable.

The approach described so far could be referred to as a fully analytic–algorithmic one in the sense that an explicit characterization of the relaxed energy is required. Unfortunately, only a few examples with applications in the engineering sciences are known; see, e.g., [23,34]. Therefore a fully algorithmic approach is desirable in which the quasiconvex relaxation of the energy density is computed as well. Promising approaches which allow one to prove convergence rates can be found in [5,6,24].

1.3. Contributions of this paper. This paper aims at further progress on the understanding of convergence in the computational calculus of variations. It provides the first example of a successful numerical analysis for a relaxed minimization problem which is quasiconvex but not convex. Note that the notion of convexity is a local concept and that pointwise arguments can be used in an error analysis. On the contrary, quasiconvexity is not a local condition [32] and global arguments like the use of null-Lagrangians are essential in this situation.

More specifically, a key ingredient in our analysis is the observation [31] that the relaxation of the energy (1.1) can be written as the sum of a convex and a polyaffine function which in the case at hand is a multiple of the determinant, $W^{qc} = \Phi + \gamma \det$, with an explicit formula for the constant $\gamma \in \mathbb{R}$ in terms of the material parameters. This special structure has, e.g., been used in [46,47] to obtain uniqueness results and regularity of phase boundaries while our approach is in the spirit of the translation method which has been widely used in homogenization theory to separate nonconvex terms with special structure, usually polyaffine functions, from others terms; see the discussion in [31, Section 5] for more details and references. Correspondingly, the stresses in the relaxed problem have an additive decomposition such as $\sigma(F) = \frac{\partial W^{qc}}{\partial F}(F) = \frac{\partial \Phi}{\partial F}(F) + \gamma \text{cof } F = \tau(F) + \gamma \text{cof } F$. 


and we refer to the first part \( \tau \) in this decomposition as the associated pseudo-stresses.

Our first main result in Theorem 2.1 shows strong convergence for three out of four components in the deformation gradient. The fact that the last component cannot be controlled is related to the degenerate convexity of the relaxed energy. We refer to Section 2.1 for the definition of the notation used below.

Our second main result in Theorem 2.2 concerns the design of an adaptive scheme in Section 2.2 which allows the computation of a sequence of triangulations \( T^\ell \) and minimizers \( u^\ell \in u_D + \mathcal{V}^{i(\ell)} \) and so generalizes [11] to a nonconvex minimization problem. Despite the fact that the reliability-efficiency gap [9,11] is still present, it is possible to prove convergence of the associated pseudo-stresses.

The first key ingredient is the observation that the convex function \( \Phi \) allows a convexity control in the sense of [11–13,29], i.e., there exists a constant \( \lambda_1 \) with

\[
\lambda_1 |D\Phi(A) - D\Phi(B)|^2 \leq \Phi(A) - \Phi(B) - \langle D\Phi(B), A - B \rangle \quad \text{for all} \ A, B \in M^{2 \times 2}.
\]

The second key observation is a refined error estimator reduction introduced in the proof of Theorem 2.2 which allows one to relate errors in the approximation of the pseudo-stresses from \( D\Phi \) and the true stress from \( DW^{qc} \).

The outline of the remaining parts of this paper is as follows. Section 2.1 introduces standard notation on finite element discretizations and the a priori error estimates as the first main result of this paper. After the outline of the adaptive algorithm for automatic mesh-refinement, the statement of the convergence as the second main result concludes the second section. Section 3 reviews the necessary results on the relaxation of the two-well energy which are used in error analysis below. The convexity control (1.5) of the translated energy \( \Phi \) is presented in Section 4. The proofs of Theorem 2.1 and Theorem 2.2 follow in Section 5. Finally, Section 6 presents the analogous results in the case that the energy depends on the deformation gradient rather than merely on its symmetric part.

1.4. Notation. Throughout the paper we use standard notation for Lebesgue and Sobolev spaces and their norms, e.g., \( \| \cdot \|_{L^p(\Omega)} = \| \cdot \|_{p;\Omega} = \| \cdot \|_p \) and \( \| \cdot \|_{W^{k,p}(\Omega)} = \| \cdot \|_{k,p;\Omega} = \| \cdot \|_{k,p} \). The domain and the range are omitted if they are clear from the context. For a vector-valued function \( u = (u_1, \ldots, u_m) \) we use the notation \( u_{i,j} \) for the derivative of the \( i \)th component with respect to \( x_j \). The space of real \( 2 \times 2 \) matrices is denoted by \( M^{2 \times 2} \) and the symmetric part of a given matrix \( F \in M^{2 \times 2} \) by \( \hat{F} = (F + F^T)/2 \in M^{2 \times 2}_{\text{sym}} \). The inner product between two vectors \( a \) and \( b \) reads \( a \cdot b \) while that of the two matrices \( A \) and \( B \) reads \( A : B \); the symbol \( \langle \cdot, \cdot \rangle \) abbreviates the inner product in any dimension. Generic constants may change from line to line. Unless indicated otherwise, all constants are independent of the underlying triangulation.

2. Main results

This section presents the necessary notation on the finite element discretization and the main results of this paper. The proofs are presented in Section 5.

2.1. Finite element spaces and a priori estimates. Throughout this paper, \( \Omega \subset \mathbb{R}^2 \) denotes an open and bounded domain with polygonal boundary and \( u_D \in H^1(\Omega; \mathbb{R}^2) \) is assumed to be piecewise affine and to belong to all finite element spaces \( \mathcal{V}^{i(\ell)} \) and \( \mathcal{V}_h \).
A triangulation $T$ of a domain $\Omega \subset \mathbb{R}^2$ is a finite set of closed triangles which partitions $\Omega$ in the sense that

$$\bigcup_{T \in T} T = \overline{\Omega}.$$  

Moreover, if $T_1, T_2 \in T$, $T_1 \neq T_2$, are two triangles, then $\partial T_1 \cap \partial T_2 = \emptyset$ and if the intersection of two triangles $T_1, T_2 \in T$, $T_1 \neq T_2$, is not empty, then it is either a common edge, called interior edge, or a common vertex, also called node. The set of all nodes and the set of all edges is denoted by $\mathcal{N}$ and $\mathcal{E}$, respectively. Moreover, we use the symbols $\mathcal{N}$ and $\mathcal{E}$ for interior nodes and interior edges. A family of triangulations $\mathcal{T}_\ell$, $\ell \in \mathbb{N}$, is said to be shape regular in the sense of [19] if there exists a universal constant $\kappa^*$ with $0 < \kappa^* < 1/2$ which is independent of the level $\ell \in \mathbb{N}$ such that the area $|T|$ of each triangle $T \in \mathcal{T}_\ell$ satisfies a two-sided bound in terms of the diameter $h_T = \text{diam}(T)$ in the sense of

$$(2.1) \quad \kappa^* h_T^2 \leq |T| \leq h_T^2 / \kappa^*.$$  

We write $\mathcal{T}_h$ if $h_T$ is bounded by $h$ for all $T \in \mathcal{T}_h$ and $\mathcal{T}_\ell, \mathcal{N}_\ell, \mathcal{E}_\ell$ if the triangulation is obtained by $\ell$ refinements from a given triangulation at the beginning of an adaptive algorithm. Throughout this paper, we use Courant elements at each fixed refinement level $\ell \in \mathbb{N}_0$, i.e., the finite element spaces consist of piecewise affine and globally continuous functions. Let $P_1(T)$ denote the set of all real-valued polynomials of total degree at most one on the triangle $T \in \mathcal{T}_\ell$ and let

$$P_1(\mathcal{T}_\ell) = \{ v_\ell \in L^2(\Omega) : \forall T \in \mathcal{T}_\ell, v_\ell|_T \in P_1(T) \}.$$  

Finally, we define the corresponding vector-valued functions $P_1(\mathcal{T}_\ell; \mathbb{R}^2) = P_1(\mathcal{T}_\ell) \times P_1(\mathcal{T}_\ell)$ and introduce the finite element spaces

$$\mathbb{V}(\mathcal{T}_\ell) = P_1(\mathcal{T}_\ell; \mathbb{R}^2) \cap H^1(\Omega; \mathbb{R}^2) \quad \text{and} \quad \mathbb{V}_0(\mathcal{T}_\ell) = P_1(\mathcal{T}_\ell; \mathbb{R}^2) \cap H^1_0(\Omega; \mathbb{R}^2).$$  

**Theorem 2.1.** Suppose that $W$ is given by (1.1) with assumptions (1.4), that $u \in \mathcal{A}$ is the minimizer of $I^{qc}$ in $\mathcal{A}$, and that $u_h$ is the minimizer of

$$I^{qc}(v_h) = \int_{\Omega} W^{qc}(\varepsilon(v_h)) \, dx - \int_{\Omega} f \cdot v_h \, dx$$  

in a finite element space $u_D + \mathbb{V}_{h,0}$ with $u_D \in \mathbb{V}_h$ with respect to some shape-regular triangulation $\mathcal{T}_h$. Then there exist constants $C_1$ and $C_2$ which depend on the triangulation only through the constant $\kappa^*$ defined in (2.1) such that, in a suitable coordinate system with $A_1 - A_2 = \text{diag}(\eta_1, \eta_2)$,

$$||\partial_1 (u - u_h) ||_{H^{-1}(\Omega)} + \sum_{j,k=1,2; (j,k) \neq (1,1)} ||\partial_k (u - u_h)_j ||_{L^2(\Omega)} \leq C_1 \min_{v_h \in u_D + \mathbb{V}_{h,0}} (I^{qc}(v_h) - I^{qc}(u)).$$  

If $u \in H^2(\Omega; \mathbb{R}^2)$, then

$$\min_{v_h \in u_D + \mathbb{V}_{h,0}} (I^{qc}(v_h) - I^{qc}(u)) \leq C_2 h ||D^2 u||_{L^2(\Omega)}.$$  

**2.2. Adaptive algorithm.** Given an initial shape-regular triangulation $\mathcal{T}_0$, the adaptive algorithm computes a sequence of triangulations $\mathcal{T}_\ell$ and corresponding finite element spaces $\mathbb{V}(\ell)$ for each level $\ell \in \mathbb{N}_0$ in a successive loop over the steps outlined below.
2.2.1. INPUT. The input required by the numerical scheme is a shape-regular triangulation \( \mathcal{T}_0 \) of the bounded domain \( \Omega \subset \mathbb{R}^2 \) with polygonal boundary \( \partial \Omega \) into closed triangles, the associated finite element space \( \mathbb{V}^{(0)} = \mathbb{V}(\mathcal{T}_0) \) of piecewise affine and globally continuous functions with values in \( \mathbb{R}^2 \), and a fixed parameter \( 0 < \Theta < 1 \) for the marking strategy.

2.2.2. SOLVE. Given the triangulation \( \mathcal{T}_\ell, \ell \in \mathbb{N}_0 \), with the corresponding discrete spaces \( \mathbb{V}^{(\ell)} = \mathbb{V}(\mathcal{T}_\ell) \) and \( \mathbb{V}_0^{(\ell)} = \mathbb{V}_0(\mathcal{T}_\ell) \) on the level \( \ell \), compute the discrete solution \( u_\ell \in u_D + \mathbb{V}_0^{(\ell)} \subset \mathbb{V}^{(\ell)} \) (exactly) as the unique minimizer of the energy functional \( I^{ge} \) on \( u_D + \mathbb{V}_0^{(\ell)} \). Then, the discrete stress reads

\[
\sigma_\ell := DW^{ge}(\varepsilon(u_\ell)) \in P_0(\mathcal{T}_\ell; M_{\text{sym}}^{2\times2}).
\]

2.2.3. ESTIMATE. We adopt the convention that the unit normal vector field on the boundary of an open set with Lipschitz boundary is the exterior normal field. Suppose that \( T_+ \) and \( T_- \) are two distinct triangles in \( \mathcal{T}_\ell \) with a common edge \( E = \partial T_+ \cap \partial T_- \in \mathcal{E}_\ell(\Omega) \) of length \( |E| \). The unit normal vector \( \nu_E = \nu_{T_+}|_E = -\nu_{T_-}|_E \) along \( E \) is defined up to the orientation which depends on the choice of \( T_+ \). Given the discrete stress \( \sigma_\ell = DW^{ge}(\varepsilon(u_\ell)) \in L^2(\mathcal{T}_\ell; M_{\text{sym}}^{2\times2}) \) of the previous subsection, the jump of \( \sigma_\ell \) across the edge is defined as

\[
[\sigma_\ell]_{E \nu_E} = \sigma_\ell|_{T_+} \nu_{T_+} + \sigma_\ell|_{T_-} \nu_{T_-} = (\sigma_\ell|_{T_+} - \sigma_\ell|_{T_-}) \nu_E \quad \text{along } E.
\]

Note that this quantity does not depend on the choice of \( T_+ \). Let \( \mathcal{E}_\ell(T) \) denote the set of the three edges of a triangle \( T \in \mathcal{T}_\ell \) and \( \hat{\mathcal{E}}_\ell(T) = \mathcal{E}_\ell(T) \setminus \mathcal{E}_\ell(\partial \Omega) \) the subset of interior edges. To each triangle \( T \in \mathcal{T}_\ell \) with area \( |T| \) we associate the error estimator contribution \( \eta_\ell(T) \) given by

\[
\eta_\ell^2(T) = |T| \| f + \text{div} \sigma_\ell \|_{L^2(T)}^2 + |T|^{1/2} \sum_{E \in \hat{\mathcal{E}}_\ell(T)} \| [\sigma_\ell]_{E \nu_E} \|_{L^2(E)}^2.
\]

The sum

\[
\eta_\ell^2 = \sum_{T \in \mathcal{T}_\ell} \eta_\ell^2(T)
\]

is an error estimator for the accompanying pseudo-stress approximations from the translated energy minimization problem; see the proof of Theorem 2.2. However, the upper bound \( \eta_\ell \) of the pseudo-stress error is not sharp and the reliable error estimator \( \eta_\ell \) is not efficient. This is called reliability-efficiency gap in [9] and frequently encountered in relaxed variational problems in the modelling of microstructures.

2.2.4. MARK and REFINE. Suppose that all element contributions \( (\eta_\ell^2(T) : T \in \mathcal{T}_\ell) \) defined in the previous subsection are known on the current level \( \ell \) with triangulation \( \mathcal{T}_\ell \). Given the input parameter \( \Theta \) select a subset \( \mathcal{M}_\ell \) of \( \mathcal{T}_\ell \) (of minimal cardinality) with

\[
\Theta \eta_\ell^2 \leq \sum_{T \in \mathcal{M}_\ell} \eta_\ell^2(T) =: \eta_\ell^2(\mathcal{M}_\ell).
\]

This selection condition is also called bulk criterion or Dörfler marking [27,38] and is easily computed with some greedy algorithm.

Any marked element is refined so that \( \mathcal{T}_{\ell+1} \) is a refinement of \( \mathcal{T}_\ell \). This can be achieved with well-established refinement strategies, e.g., based on the newest
vertex bisection as in [27, 38] where each element has a distinct refinement edge opposite to the newest vertex in the element. Note that our results do not require a specific property of adaptive algorithms, usually referred to as interior node property. This property requires that a new vertex be generated during the refinement step in the interior of each element that has been marked.

2.2.5. OUTPUT. Based on the input triangulation $\mathcal{T}_0$, this scheme defines a sequence of meshes $\mathcal{T}_0, \mathcal{T}_1, \mathcal{T}_2, \ldots$ and associated discrete subspaces

$$\mathcal{V}(0) \subseteq \mathcal{V}(1) \subseteq \cdots \subseteq \mathcal{V}(\ell) \subseteq \mathcal{V}(\ell+1) \subseteq \cdots \subseteq \mathcal{V} = H^1(\Omega; \mathbb{R}^2)$$

with discrete minimizers $u_\ell \in u_D + \mathcal{V}(\ell)$ for all $\ell \in \mathbb{N}_0$.

2.3. Convergence of adaptive mesh-refining. The global convergence of the adaptive algorithm is formulated as Theorem 2.2 and proven in Section 5.

Theorem 2.2. Suppose that the assumptions in Theorem 2.1 hold. Then the sequence $(u_\ell)_{\ell \in \mathbb{N}}$ with $u_\ell \in u_D + \mathcal{V}(\ell)$, $\ell \in \mathbb{N}_0$, computed by the adaptive scheme converges weakly in $H^1(\Omega; \mathbb{R}^2)$ to the unique minimizer $u$ of the variational integral $I^{qc}$ in the class of admissible functions $A$. Moreover, the energies $I^{qc}(u_\ell)$ converge, i.e.,

$$\lim_{\ell \to \infty} I^{qc}(u_\ell) = I^{qc}(u) = \min_{v \in u_D + H^1_0(\Omega; \mathbb{R}^2)} I^{qc}(v),$$

and, in a suitable coordinate system with $A_1 - A_2 = \text{diag}(\eta_1, \eta_2)$, all components of the deformation gradient except the $(1,1)$-component converge strongly in $L^2(\Omega)$, i.e.,

$$||\partial_1(u - u_\ell)||_{H^{-1}(\Omega)} + \sum_{j,k=1,2: (j,k) \neq (1,1)}||\partial_k(u - u_\ell)||_{L^2(\Omega)} \to 0 \text{ as } \ell \to \infty.$$
as well as, for $j = 1, 2$,

$$
(3.1) \quad \gamma_j = (\kappa - \mu) \text{tr}(A_1 - A_2) + 2\mu \eta_j, \quad g = \frac{\gamma_1^2}{\kappa + \mu} = \frac{\gamma_2^2}{\mu(\nu + 2)}, \quad \nu = \frac{\kappa - \mu}{\mu}.
$$

With this notation the quasiconvex envelope of the two-well energy is given by

$$
(3.2) \quad W^{qc}(E) = \begin{cases}
W_1(E) & \text{if } E \in \mathcal{P}_1, \\
W_2(E) & \text{if } E \in \mathcal{P}_2,
\end{cases}
$$

where

$$
W_1(E) = W_2(E) - \frac{1}{2g}(W_2(E) - W_1(E) + \frac{1}{2}g)^2.
$$

For future reference we note that in the case $\eta_2 > 0$ of incompatible tensors,

$$
(3.3) \quad -1 < \zeta := (\nu + 1) - (\nu + 2)\frac{\gamma_2}{\gamma_1} < 1.
$$

Moreover, $\zeta = -1$ if and only if $\gamma_1 = \gamma_2$ and $\zeta = 1$ if and only if $\eta_2 = 0$. In order to verify the upper bound, one uses that for $\eta_2 = 0$ the expression simplifies to

$$
\zeta = \frac{\kappa}{\mu} - \frac{\kappa + \mu}{\mu} \frac{\gamma_2}{\gamma_1} = 1
$$

and that the derivative $\partial \zeta / \partial \eta_2$ is less than or equal to zero on $[0, \eta_1]$.

Following [46] we define

$$
(3.4) \quad H(E) := \frac{1}{2} \langle CE, E \rangle - \frac{1}{2g} \langle CE, C(A_1 - A_2) \rangle^2 \quad \text{for } E \in M_{sym}^{2 \times 2}.
$$

Note that $H$ is the quadratic part of the energy in the relaxed phase where the relaxation does not coincide with one of the two functions $W_1$ and $W_2$. The relaxed energy is nonconvex due to a term proportional to the determinant in the relaxed phase. The key observation is, that this energy is given by a nonnegative quadratic form after a suitable translation with a term proportional to the determinant.

The next lemma is a crucial ingredient in the proof of the convexity control.

**Lemma 3.1** (see [46]). Let $\gamma := \mu(\nu - (\nu + 2)\gamma_2/\gamma_1)$ and $F \in M_{sym}^{2 \times 2}$ with symmetric part $E := \tilde{F}$. Then the quadratic form

$$
(3.5) \quad T(F) := H(E) - \gamma \det F = \frac{1}{2} \langle CE, E \rangle - \frac{1}{2g} \langle CE, A_1 - A_2 \rangle^2 - \gamma \det F \geq 0
$$

is nonnegative. If, in addition, $E \in \mathcal{P}_\text{rel}$, then $T(F)$ is the quadratic part of the translation of the relaxed energy $W^{qc}(E) - \gamma \det F$.

**Proof.** We include a sketch of the proof for future reference. The explicit expression for $H$ follows immediately from the definition of the relaxed energy in (3.2). Since $C(A_1 - A_2) = \text{diag}(\gamma_1, \gamma_2)$ we can evaluate the quadratic form $H$ and find that

$$
H(E) = \mu(1 + \nu/2)(1 - \gamma_2^2/\gamma_1^2)F_{22}^2 + \gamma F_{11}F_{22} + 2\mu E_{12}^2
$$

$$
= \mu(1 + \nu/2)(1 - \gamma_2^2/\gamma_1^2)F_{22}^2 + \tilde{Q}(F) + \gamma \det F \quad \text{with}
$$

$$
\tilde{Q}(F) := \frac{\mu}{2} F_{12}^2 + \frac{\mu}{2} F_{21}^2 + \mu(\nu + 1 - (\nu + 2)\frac{\gamma_2}{\gamma_1})F_{12}F_{21}
$$

$$
(3.6) \quad \tilde{Q}(F) = \mu \left( \begin{array}{c} \frac{F_{12}}{\gamma_1} \\
\frac{F_{21}}{\gamma_1} \end{array} \right)^T \left( \begin{array}{cc} 1 & \nu + 1 - (\nu + 2)\frac{\gamma_2}{\gamma_1} \\
\nu + 1 - (\nu + 2)\frac{\gamma_2}{\gamma_1} & 1 \end{array} \right) \left( \begin{array}{c} \frac{F_{12}}{\gamma_1} \\
\frac{F_{21}}{\gamma_1} \end{array} \right).
$$
Up to a factor $\mu^2/4$, the determinant of the matrix in the last formula equals

$$(\nu + 2)(1 - \frac{\gamma_2}{\gamma_1})(2 + \nu)\frac{\gamma_2 - \nu \gamma_1}{\gamma_1} = 4\mu \eta_2(\nu + 1)(\nu + 2)\frac{(\gamma_1 - \gamma_2)^2}{\gamma_1^2} \geq 0.$$ 

As a consequence, the smallest eigenvalue $c_0 = c_0(\gamma_1, \gamma_2)$ of this symmetric $2 \times 2$ matrix in (3.7) is nonnegative and so

$$0 \leq c_0(F_{12}^2 + F_{21}^2) \leq \bar{Q}(F).$$

This and (3.6)–(3.7) conclude the proof of the asserted inequality. Moreover, $c_0 > 0$ if $\eta_2 > 0$ and $\gamma_2 < \gamma_1$; the former inequality holds if the two linear strains are not compatible and the latter if $A_1 - A_2$ is not isotropic (that is, not proportional to the identity matrix). \qed

Under the foregoing assumptions, a minimizer of the relaxed functional exists in the class of admissible functions $A$ and is unique. We include a short proof of the theorem for the convenience of the reader in order to emphasize that existence and uniqueness follow in the finite element space $V_h$ as well. Moreover, we will follow the same outline in the case of models with dependence on the gradient instead of its symmetric part.

**Theorem 3.2** ([46, Theorem 2.1]). Suppose that $W$ is given by (1.1) with assumptions (1.4) and that $u_D \in H^1(\Omega; \mathbb{R}^2)$ and $f \in L^2(\Omega)$. Then there exists a unique minimizer of the variational problem: Minimize $I^{qc}$ with

$$I^{qc}(v) = \int_\Omega W^{qc}(\varepsilon(v))dx - \int_\Omega f \cdot vdx \quad \text{among all } v \in A.$$ 

Moreover, any solution of the Euler-Lagrange equations coincides with the minimizer. Finally, if $u \in A$ is a minimizer of $I^{qc}$ and $v \in A$, then the difference $e = u - v$ and its partial derivatives $De = (e_{\alpha \beta})_{\alpha, \beta = 1, 2} := (\partial e_\beta / \partial x_\alpha)_{\alpha, \beta = 1, 2}$ satisfy

$$\frac{\mu}{2} \int \left( \alpha e_{2,2}^2 + e_{1,2}^2 + e_{2,1}^2 + \beta e_{1,2}e_{2,1} \right)dx \geq \int \Omega H(e(x))dx \leq I^{qc}(v) - I^{qc}(u)$$

with $\alpha := (2 + \nu)(1 - \frac{2\gamma_2}{\gamma_1}) > 0$ and $-2 < \beta := 2\zeta = 2((1 + \nu) - (2 + \nu)\frac{\gamma_2}{\gamma_1}) < 2$.

Note that $\beta = -2$ if $A_1 - A_2$ is isotropic and $\beta \geq 2$ if $A_1$ and $A_2$ are compatible as linear strains.

**Proof.** The existence of a minimizer follows from the direct method in the calculus of variations. To prove the remaining assertions, we follow the arguments in [46, Section 3]. Since the relaxed energy is globally $C^1$ (see Section 4 in [31]), any critical point $u$ satisfies the Euler-Lagrange equations

$$(3.8) \quad \int_\Omega DW^{qc}(\varepsilon(u)) : \varepsilon(v)dx - \int_\Omega f \cdot vdx = 0 \quad \text{for all } v \in H^1_0(\Omega; \mathbb{R}^2).$$

For all $A, B \in M^2_{sym}$, the Taylor expansion about $A$ implies

$$(3.9) \quad W^{qc}(B) - W^{qc}(A) - DW^{qc}(A) : (B - A) = \frac{1}{2} \int_0^1 D^2W^{qc}(A + s(B - A))[B - A, B - A]ds.$$
Note that (3.4) implies
\[
H(E) \leq \frac{1}{2} D^2 W^{qc}(C)[E, E] \quad \text{for all } C, E \in M_{sym}^{2 \times 2}.
\]
We set \( A = \varepsilon(u) \) and \( B = \varepsilon(v) \), and use this estimate with \( C = A + s(B - A) \) and \( E = A - B \) to obtain a lower bound for the right-hand side in the Taylor expansion. After integration over \( \Omega \) one obtains, in view of (3.8),
\[
\int_\Omega H(\varepsilon(v - u)) \, dx \leq I^{qc}(v) - I^{qc}(u).
\]
We deduce from (3.6) and the fact that the determinant is a null-Lagrangian that
\[
I^{qc}(v) - I^{qc}(u) \geq \frac{\mu}{2} \int_\Omega \left( (2 + \nu) \left( 1 - \frac{\gamma_2^2}{\gamma_1^2} \right) (\partial_2(v_2 - u_2))^2 + (\partial_2(v_1 - u_1))^2 + 2(\nu + 1) - (\nu + 2) \frac{\gamma_2}{\gamma_1} \right) (\partial_2(v_2 - u_2)\partial_2(v_1 - u_1)) \, dx \geq 0,
\]
as asserted. Finally, suppose that \( v \) is a minimizing element and that \( u \) is a critical point. Then (3.11) implies \( \partial_2(v_2 - u_2) = 0 \) and, by Poincaré's inequality, that \( v_2 - u_2 \) vanishes identically. We then conclude that \( \partial_2(v_1 - u_1) = 0 \) and hence \( v_1 - u_1 = 0 \) as well. This establishes the proof of the theorem. \( \square \)

We conclude this section with an example which demonstrates the loss of uniqueness in the isotropic case \[42,46\]. The question of uniqueness is an open problem for general boundary conditions, \[30\] contains some positive results in the case of strict quasiconvexity and affine boundary conditions.

Remark 3.3 (Isotropic Material). Suppose that the material is isotropic, i.e., that \( \eta_1 = \eta_2 \) and that
\[
A_1 - A_2 = \eta_1 I \quad \text{and} \quad \overline{A} = \frac{1}{2} (A_1 + A_2) = A_2 + \frac{\eta_1}{2} I
\]
with diagonal matrices \( A_1 \) and \( A_2 \). For simplicity we assume that \( \kappa = \mu = 1/2 \) so that \( C \) is the identity tensor and \( \gamma_1 = \gamma_2 = \eta_1 \), \( \nu = 0 \) and \( g = \eta_1^2 > 0 \); see (3.1). Moreover,
\[
W_1(\overline{A}) = \frac{1}{2} |\overline{A} - A_1|^2 = \frac{1}{2} \frac{\eta_1}{2} I^2 \quad \text{and} \quad W_2(\overline{A}) = \frac{1}{2} |\overline{A} - A_2|^2 = \frac{1}{2} \frac{\eta_1}{2} I^2.
\]
Hence \( \overline{A} \) is a matrix in the interior of the relaxed phase \( \mathcal{P}_{rel} \) which is an open set in the space of all deformation gradients. On this subset, the quadratic part of the relaxed energy reads
\[
H(E) = \frac{1}{4} (F_{12} - F_{21})^2 - \det F.
\]
Fix any \( \phi \in C_c^\infty(\Omega) \) with compact support in \( \Omega \). For \( \delta \) small enough, the deformation gradient of the deformation \( u_\delta(x) = \overline{A}x + \delta D\phi(x) \) is symmetric and lies in the open set \( \mathcal{P}_{rel} \). Thus the total elastic energy of the affine function \( u_D(x) = \overline{A}x \) and the functions \( u_\delta \) (which satisfy the same boundary conditions) are equal. This establishes nonuniqueness for constant applied forces \( f \). To obtain forces which are not constant one can choose \( f = \text{curl} \psi \) with \( \psi \in C_c^\infty(\Omega) \). In particular, the stress fields of the deformations are different. Thus our results cannot be extended to the case of isotropic materials.
4. Convexity control of the translated energy

One key observation is that the translated energy allows for convexity control in the sense of \([11–13,29]\).

**Theorem 4.1.** Let \(\gamma := \mu(\nu-(\nu+2)\gamma_2/\gamma_1)\) and define the translation of the energy \(W^{qc}\) as \(\Phi : \mathbb{M}^{2 \times 2} \to \mathbb{R}\) for all \(X \in \mathbb{M}^{2 \times 2}\) by

\[
\Phi(X) = W^{qc}(\hat{X}) - \gamma \det X \quad \text{for} \quad \hat{X} := \frac{1}{2}(X + X^T).
\]

Then \(\Phi\) allows for convexity control in the sense that there exists \(0 < \lambda_1 < \infty\) with

\[
\lambda_1|D\Phi(A) - D\Phi(B)|^2 \leq \Phi(A) - \Phi(B) - \langle D\Phi(B), A - B\rangle
\]

for all \(A, B \in \mathbb{M}^{2 \times 2}\).

Note that the energy \(\Phi\) depends on the full deformation gradient and not merely on its symmetric part. The proof of Theorem 4.1 requires a useful observation on nonnegative quadratic forms.

**Lemma 4.2.** Given any nonnegative quadratic form \(Q : \mathbb{M}^{m \times n} \to \mathbb{R}\) there exists a constant \(\lambda_0 > 0\) such that, for all \(A, B, X \in \mathbb{M}^{m \times n}\), it holds that \(\lambda_0|DQ(X)|^2 \leq Q(X)\) and

\[
\lambda_0|DQ(A) - DQ(B)|^2 \leq Q(B) - Q(A) - \langle DQ(A), B - A\rangle = Q(B - A).
\]

**Proof.** The identification of \(\mathbb{M}^{m \times n}\) with \(\mathbb{R}^{mn}\) shows that one needs to prove the lemma for \(m = 1\) and any \(n \in \mathbb{N}\). Then the quadratic form \(Q\) is identified with some matrix \(M \in \mathbb{R}^{n \times n}\) in the sense that \(Q(X) = X \cdot M \cdot X\) for all \(X \in \mathbb{R}^n\). Without loss of generality we may and will suppose that \(M\) is symmetric.

The terms \(Q(X) = X \cdot M \cdot X\) and \(|DQ(X)|^2 = 4|MX|^2\) are invariant under orthogonal transformations and the spectral theorem shows that it is sufficient to prove the assertion for any diagonal matrix \(M\). The latter follows immediately from the scalar case with \(\lambda_0 = 1/(4\lambda_{\text{max}})\) for the maximal positive eigenvalue of \(M\) (when \(M \neq 0\) and else for any \(\lambda_0\)). This concludes the proof of the first assertion.

Since \(Q\) is a quadratic quantity, the Taylor series expansion of \(Q\) at \(A\) in terms of \(X = B - A\) up to the quadratic term equals \(Q(B)\). Furthermore, the second derivative \(\frac{1}{2} D^2 Q(A)[X, X]\) equals \(Q(X)\). Hence, the Taylor series expansion proves the equality in (4.3). That equality plus the first assertion imply the inequality in (4.3). \(\square\)

**Proof of Theorem 4.1.** We divide the proof into 3 steps.

**Step 1** (Derivation of the key inequality). By definition, \(\Phi\) is the translation of \(W^{qc}\) by a multiple of the determinant which is (in two dimensions) a quadratic form. In particular, if we collect all terms involving the translation on the right-hand side in (4.2), we obtain, for all \(A, B \in \mathbb{M}^{2 \times 2}\), that

\[
-\gamma(\det(A) - \det(B) - D\det(B): (A - B)) = -\gamma \det(A - B).
\]

Recall that the energy \(W^{qc}\) in (3.2) is given by three distinct expressions in the three domains \(\mathcal{P}_1, \mathcal{P}_2,\) and \(\mathcal{P}_{\text{rel}}\) with \(W^{qc} = W_j\) on \(\mathcal{P}_j\) for \(j = 1, 2\). To simplify the notation we set \(W_{\text{rel}} = W^{qc}\) on \(\mathcal{P}_{\text{rel}}\) and denote by \(W_{\text{rel}}\) also the extension of this function to \(\mathbb{M}^{2 \times 2}\). It follows from the chain rule that

\[
\frac{\partial}{\partial E_{jk}} W(E) = \frac{1}{2} \frac{\partial}{\partial E_{jk}} W(E) + \frac{1}{2} \frac{\partial}{\partial E_{kj}} W(E).
\]
and hence \( \partial_F W \) is the symmetric part of \( \partial_E W \). However, since the derivative of \( W \) with respect to \( E \) is symmetric, we may write \( DW \) without indicating whether the derivative is with respect to \( E \) or \( F \). The same applies to \( W^{qc} \) and the three distinct parts in the formulas for \( W \) and \( W^{qc} \).

We need to check all combinations of the arguments \( A \) and \( B \) with symmetric parts \( \hat{A} \) and \( \hat{B} \) in one of the three domains \( \mathcal{P}_1 \), \( \mathcal{P}_2 \), and \( \mathcal{P}_{rel} \). Suppose that \( \hat{A} \in \mathcal{P}_j \) and \( \hat{B} \in \mathcal{P}_k \) with \( j, k \in \{1, 2, \text{rel}\} \). This and (4.4) lead to

\[
\text{RHS} = \Phi(A) - \Phi(B) - D\Phi(B) : (A - B) = W_j(\hat{A}) - W_k(\hat{A}) + W_k(\hat{B}) - D W_k(\hat{B}) : (\hat{A} - \hat{B}) - \gamma \det(A - B).
\]

Since \( W_k \) is a quadratic polynomial, the linearization of \( W_k \) at \( \hat{B} \) to approximate \( W_k(\hat{A}) \) equals its quadratic remainder and

\[
(4.5) \quad \text{RHS} = W_j(\hat{A}) - W_k(\hat{A}) + \frac{1}{2} D^2 W_k(\hat{B})[\hat{A} - \hat{B}, \hat{A} - \hat{B}] - \gamma \det(A - B).
\]

For all symmetric arguments \( X \), (3.3) shows (with equality for \( k = \text{rel} \)) that

\[
(4.6) \quad D^2 W_k(\hat{B})[X, X] \geq 2H(X).
\]

The proof will be concluded by showing that the right-hand side is an upper bound for the left-hand side for all arguments.

\textit{Step 2} (Verification in the case of a pure phase). For \( j = k \) the expression RHS in (4.5) equals \( Q(B - A) \) for some quadratic form \( Q \) with \( Q = T \) for \( j = k = \text{rel} \). Lemma 3.1 and (4.5)-(4.6) show that

\[
0 \leq H(\hat{A} - \hat{B}) - \gamma \det(A - B) \leq Q(B - A) = \text{RHS}.
\]

This inequality holds for some quadratic form \( Q \) and for all \( A, B \) in the same subset of \( \mathbb{M}^{2 \times 2} \) with interior points. Hence the quadratic form \( Q \) is nonnegative in a neighborhood of the origin in \( \mathbb{M}^{2 \times 2} \) and therefore \( Q \) is nonnegative everywhere. Lemma 4.2 implies

\[
\lambda_0 |DQ(A) - DQ(B)|^2 \leq Q(B - A) = \text{RHS}.
\]

Note carefully that \( DQ(X) \) and \( D\Phi(X) \) are affine functions in \( X = A, B \in \mathcal{P}_j = \mathcal{P}_k \) with the same derivative and so \( DQ(A) - DQ(B) = D\Phi(A) - D\Phi(B) \). This and the previous inequality conclude the proof of the assertion in the case when \( j = k \).

\textit{Step 3} (Verification in the other cases). The strategy in the remaining cases is to rearrange the terms in such a way that they are equal to \( T(A - B) \) plus some nonnegative terms where \( T \) was defined in (3.5). The expression \( D\Phi(A) - D\Phi(B) \) on the left-hand side is transformed to \( DT(A - B) \) plus error terms. Finally, one notes that in all cases the squares of the error terms are bounded by the additional nonnegative terms.

We include a sketch of the calculations for the four relevant cases and omit the remaining two (symmetric cases) for brevity.
Case 1: \((\hat{B} \in \mathcal{P}_\text{rel}, \hat{A} \in \mathcal{P}_1)\). The right-hand side is given by (4.7), i.e., by
\[
W_1(\hat{A}) - W_\text{rel}(\hat{A}) + \frac{1}{2} D^2 W_\text{rel}(\hat{B})[\hat{A} - \hat{B}, \hat{A} - \hat{B}] - \gamma \det(A - B)
\]
\[
= W_1(\hat{A}) - W_2(\hat{A}) + \frac{1}{2g} (W_2(\hat{A}) - W_1(\hat{A}) + \frac{1}{2} g)^2 + H(A - B) - \gamma \det(A - B)
\]
\[
= \frac{1}{2g} (W_2(\hat{A}) - W_1(\hat{A}) - \frac{g}{2})^2 + T(A - B).
\]

The last identity follows from the definition of \(H\) as the quadratic part in \(W_\text{rel}\), with equality in (4.6) for \(k = \text{rel}\) and with the definition of \(T\) in (3.5). To estimate the expression on the left-hand side under the square we note first that \(W_1\) and \(W_2\) have the same quadratic modulus and therefore
\[
W_2(\hat{B}) - W_1(\hat{B}) = W_2(\hat{A}) - W_1(\hat{A}) + \langle C(\hat{A} - \hat{B}), A_2 \rangle - \langle C(\hat{A} - \hat{B}), A_1 \rangle
\]
\[
= W_2(\hat{A}) - W_1(\hat{A}) - \langle C(\hat{A} - \hat{B}), A_1 - A_2 \rangle.
\]

Moreover, for all \(X \in \mathbb{M}^{2 \times 2}\),
\[
DT(X) = C \hat{X} - \frac{1}{g} \langle C \hat{X}, A_1 - A_2 \rangle C(A_1 - A_2) - \gamma \text{ cof } X.
\]

Recall \(DW_i(\hat{A}) = C(\hat{A} - A_i)\), \(i = 1, 2\), and calculate
\[
DW_1(\hat{A}) - DW_\text{rel}(\hat{B})
\]
\[
= DW_1(\hat{A}) - DW_2(\hat{B}) + \frac{1}{g} (W_2(\hat{B}) - W_1(\hat{B}) + \frac{1}{2} g) (C(\hat{B} - A_2) - C(\hat{B} - A_1))
\]
\[
= C(\hat{A} - \hat{B}) - C(A_1 - A_2) + \frac{1}{g} (W_2(\hat{B}) - W_1(\hat{B}) + \frac{1}{2} g) C(A_1 - A_2)
\]
\[
= C(\hat{A} - \hat{B}) + \frac{1}{g} (W_2(\hat{A}) - W_1(\hat{A}) - \frac{1}{2} g) C(A_1 - A_2)
\]
\[
- \frac{1}{g} \langle C(\hat{A} - \hat{B}), A_1 - A_2 \rangle C(A_1 - A_2).
\]

These identities lead to
\[
DW_1(\hat{A}) - DW_\text{rel}(\hat{B}) - \gamma D \det(A - B)
\]
\[
= DT(A - B) + \frac{1}{g} (W_2(\hat{A}) - W_1(\hat{A}) - \frac{g}{2}) C(A_1 - A_2),
\]
and we conclude with \((a + b)^2 \leq 2a^2 + 2b^2\) for all \(a, b \geq 0\) that
\[
|DW_1(\hat{A}) - DW_\text{rel}(\hat{B}) - \gamma D \det(A - B)|^2
\]
\[
\leq \frac{2}{g^2} (\gamma_1^2 + \gamma_2^2) (W_2(\hat{A}) - W_1(\hat{A}) - \frac{g}{2})^2 + 2|DT(A - B)|^2.
\]

The first term in (4.8) is estimated by the first term in (4.7) times the constant \(\lambda_2 = g[4(\gamma_1^2 + \gamma_2^2)]^{-1}\). Since \(T\) is a nonnegative quadratic form, we infer from Lemma 4.2 the existence of a positive constant \(\lambda_3\) such that
\[
|DT(X)|^2 \leq \lambda_3 T(X) \quad \text{for all } X \in \mathbb{M}^{2 \times 2}.
\]

We define \(\lambda_1 = \max\{\lambda_2, 2\lambda_3\}\) and obtain a constant with the asserted properties.
Case 2: \((\hat{B} \in P_{\text{rel}}, \hat{A} \in P_{2})\). In this case the right-hand side is given by

\[
W_2(\hat{A}) - W_{\text{rel}}(\hat{A}) + \frac{1}{2} D^2 W_{\text{rel}}(\hat{B})[\hat{A} - \hat{B}, \hat{A} - \hat{B}] - \gamma \text{det}(A - B)
\]

\[
= \frac{1}{2g} \left( W_2(\hat{A}) - W_1(\hat{A}) + \frac{g}{2} \right)^2 + T(A - B)
\]

while the left-hand side is equal to

\[
DW_2(\hat{A}) - DW_{\text{rel}}(\hat{B}) - \gamma D \text{det}(A - B)
\]

\[
= DT(A - B) + \frac{1}{g} \left( W_2(\hat{A}) - W_1(\hat{A}) + \frac{g}{2} \right) C(A_1 - A_2).
\]

The assertion follows as in the previous case.

Case 3: \((\hat{B} \in P_1, \hat{A} \in P_{\text{rel}})\). The right-hand side is equal to

\[
W_{\text{rel}}(\hat{A}) - W_1(\hat{A}) + \frac{1}{2} D^2 W_1(\hat{B})[\hat{A} - \hat{B}, \hat{A} - \hat{B}] - \gamma \text{det}(A - B)
\]

\[
= -\frac{1}{2g} \left( W_2(\hat{A}) - W_1(\hat{A}) - \frac{g}{2} \right)^2 + \frac{1}{2g} \left( C(\hat{A} - \hat{B}), A_1 - A_2 \right)^2 + T(A - B).
\]

Note that in the situation at hand

\[
|W_2(\hat{A}) - W_1(\hat{A})| \leq \frac{g}{2}, \quad W_1(\hat{B}) - W_2(\hat{B}) + \frac{g}{2} \leq 0
\]

and that the first two terms can be rearranged to

\[
-\frac{1}{2g} \left( W_2(\hat{A}) - W_1(\hat{A}) - \frac{g}{2} \right)^2 + \frac{1}{2g} \left( C(\hat{A} - \hat{B}), A_1 - A_2 \right)^2
\]

\[
= -\frac{1}{g} \left( W_2(\hat{A}) - W_1(\hat{A}) - \frac{g}{2} \right) \left( W_2(\hat{B}) - W_1(\hat{B}) - \frac{g}{2} \right)
\]

\[
+ \frac{1}{2g} \left( W_2(\hat{B}) - W_1(\hat{B}) - \frac{g}{2} \right)^2.
\]

In particular, the first term is nonnegative and the right-hand side is bounded from below by

\[
\frac{1}{2g} \left( W_2(\hat{B}) - W_1(\hat{B}) - \frac{g}{2} \right)^2 + T(A - B).
\]

On the left-hand side we obtain

\[
DW_{\text{rel}}(\hat{A}) - DW_1(\hat{B}) - \gamma D \text{det}(A - B)
\]

\[
= -\frac{1}{g} \left( W_2(\hat{B}) - W_1(\hat{B}) - \frac{g}{2} \right) C(A_1 - A_2) + DT(A - B)
\]

and the assertion follows as before.

Case 4: \((\hat{B} \in P_1, \hat{A} \in P_2)\). In this case,

\[
W_1(\hat{B}) - W_2(\hat{B}) + \frac{g}{2} \leq 0, \quad W_1(\hat{A}) - W_2(\hat{A}) - \frac{g}{2} \geq 0
\]

and the right-hand side is equal to

\[
W_2(\hat{A}) - W_1(\hat{A}) + \frac{1}{2} D^2 W_1(\hat{B})[\hat{A} - \hat{B}, \hat{A} - \hat{B}] - \gamma \text{det}(A - B)
\]

\[
= W_2(\hat{A}) - W_1(\hat{A}) + \frac{1}{2g} \left( C(\hat{A} - \hat{B}), A_1 - A_2 \right)^2 + T(A - B).
\]
We focus on the first three terms which we rewrite as
\[
W_2(\hat{A}) - W_1(\hat{A}) + \frac{1}{2g} \langle \mathcal{C}(\hat{A} - \hat{B}), A_1 - A_2 \rangle^2 = \frac{1}{2g} \left( W_2(\hat{A}) - W_1(\hat{A}) + \frac{g}{2} \right)^2 \\
- \frac{1}{g} \left( W_2(\hat{A}) - W_1(\hat{A}) - \frac{g}{2} \right) \left( W_2(\hat{B}) - W_1(\hat{B}) - \frac{g}{2} \right) \\
+ \frac{1}{2g} \left( W_2(\hat{B}) - W_1(\hat{B}) - \frac{g}{2} \right)^2.
\]
Note that the middle term is by assumption nonnegative. The terms on the left-hand side are
\[
DW_2(\hat{A}) - DW_1(\hat{B}) - \gamma D \det(A - B)
\]
\[
= \frac{1}{g} \left( (W_2(\hat{A}) - W_1(\hat{A}) + \frac{g}{2}) - (W_2(\hat{B}) - W_1(\hat{B}) - \frac{g}{2}) \right) \mathcal{C}(A_1 - A_2) \\
+ DT(A - B).
\]
If we square the right-hand side we obtain three squares which are all balanced on the left-hand side. The proof is complete. \(\square\)

5. Proofs of the main results

This section presents the proofs of Theorem 2.1 and Theorem 2.2 and involves additional approximation estimates for the pseudo-stress \(\tau := D\Phi(Du)\).

5.1. Preliminary remarks. Theorem 3.2 implies the existence and uniqueness of minimizers in our finite element spaces.

Corollary 5.1. Suppose that \(u_D \in H^1(\Omega; \mathbb{R}^2)\), that \(\mathcal{T}_h\) is a shape regular triangulation with associated finite element space \(\mathcal{V}_h\) with Courant elements and that \(u_D \in \mathcal{V}_h\). Let \(f \in L^2(\Omega)\). Then there exists a unique solution \(u_h \in \mathcal{V}_h\) with \(u_h = u_D\) on \(\partial \Omega\) of the variational problem: Minimize \(I^{qc}(v_h)\) among all admissible functions \(v_h \in u_D + \mathcal{V}_{h,0}\).

We begin with a brief discussion of the relations between the given energy density \(W\) and its translation \(\Phi(X) = W^{qc}(X) - \gamma \det X\). The first observation is that the determinant is a null-Lagrangian, that is, for all \(u \in \mathcal{A}\) defined in \(\text{(1.3)}\) the identity
\[
\int_\Omega \det Du dx = \int_\Omega \det Du_D dx
\]
holds; see, e.g., \([40\text{ Theorem 2.3]}\). This implies that the relaxed functional \(I^{qc}\) and the energy functional \(E^{qc}\) with the translated energy \(\Phi = W^{qc} - \gamma \det\) differ on \(\mathcal{A}\) by a constant,
\[
E^{qc}(v) := \int_\Omega \Phi(Dv) dx - \int_\Omega f \cdot v dx = I^{qc}(v) - \gamma \int_\Omega \det Du_D dx \quad \text{for all } v \in \mathcal{A}.
\]
Moreover, \(u\) is a minimizer for \(I^{qc}\) if and only if \(u\) is a minimizer for \(E^{qc}\). Note that \(\Phi\) depends on the full deformation gradient while \(W^{qc}\) depends only on its symmetric part. Here and throughout the paper, \(\sigma := DW^{qc}(\varepsilon(u))\) denotes the true stresses, \(\tau := D\Phi(Du)\) denotes the pseudo-stress, i.e., the stress associated to the translated variational problem.
An important consequence is that any minimizer of $E^{\text{qc}}$ or $I^{\text{qc}}$ is a weak solution of the corresponding Euler-Lagrange systems,

\begin{equation}
\int_{\Omega} DW^{\text{qc}}(\varepsilon(u)) : \varepsilon(v) \, dx - \int_{\Omega} f \cdot v \, dx = \int_{\Omega} \sigma : \varepsilon(v) \, dx - \int_{\Omega} f \cdot v \, dx = 0
\end{equation}

for all $v \in H^1_0(\Omega; \mathbb{R}^2)$ as well as

\begin{equation}
\int_{\Omega} D\Phi(Du) : Dv \, dx - \int_{\Omega} f \cdot v \, dx = \int_{\Omega} \tau : Dv \, dx - \int_{\Omega} f \cdot v \, dx = 0.
\end{equation}

5.2. Proof of Theorem 2.1. The bound in terms of the energy difference follows from the algebraic estimates in Theorem 3.2, since for all $v_h \in V_h$ the estimate

$$\frac{\mu}{2} \int_{\Omega} \left( \alpha e_{2,2}^2 + \frac{2 - \beta}{2} (e_{1,2}^2 + e_{2,1}^2) \right) \leq I^{\text{qc}}(u_h) - I^{\text{qc}}(u) \leq I^{\text{qc}}(v_h) - I^{\text{qc}}(u)$$

holds. The weaker estimate for $\partial_1(u - u_h)_1$ follows with Poincaré’s inequality with constant $C$ from

$$\|\partial_1(u - u_h)_1\|_{H^{-1}(\Omega)} = \sup_{w \in H^1_0(\Omega)} \frac{\int_{\Omega} (u - u_h)_1 \partial_1 w \, dx}{\|w\|_{1,2} \leq 1} \leq C \sup_{w \in H^1_0(\Omega)} \|\partial_2(u - u_h)_1\|_{L^2(\Omega)} \| Dw \|_{L^2(\Omega)}$$

$$\leq C \|\partial_2(u - u_h)_1\|_{L^2(\Omega)} .$$

Moreover, the fact that $W^{\text{qc}}$ is piecewise quadratic with uniformly bounded second derivatives implies in view of the Taylor expansion and the Euler-Lagrange system for the minimizer $u$ that

$$0 \leq I^{\text{qc}}(v_h) - I^{\text{qc}}(u)$$

$$= \int_{\Omega} (W^{\text{qc}}(\varepsilon(v_h)) - W^{\text{qc}}(\varepsilon(u))) \, dx - \int_{\Omega} f \cdot (v_h - u) \, dx$$

$$= \int_{\Omega} (W^{\text{qc}}(\varepsilon(v_h)) - W^{\text{qc}}(\varepsilon(u)) - DW^{\text{qc}}(\varepsilon(u)) : (\varepsilon(v_h) - \varepsilon(u))) \, dx$$

$$\leq C \int_{\Omega} |Dv_h - Du|^2 \, dx .$$

If $u \in H^2(\Omega; \mathbb{R}^2)$, then the error estimate follows if one chooses for $v_h$ the usual nodal interpolation operator of $u$ and uses the standard error estimates.

5.3. Proof of Theorem 2.2. We divide the proof into several steps. Let $u_\ell$ be the finite element minimizer in $V_h$. Since the discrete spaces are nested (see the inclusions in (2.4)), it follows that the sequence $(I^{\text{qc}}(u_\ell))_{\ell \in \mathbb{N}}$ is monotone decreasing and bounded from below by $I^{\text{qc}}(u)$, hence convergent. In the following $\mathcal{H}(\text{div} = 0)$ denotes the subspace of all matrix fields in $L^2(\Omega; \mathbb{M}^{2 \times 2})$ for which the divergence of the rows vanishes in the sense of distributions,

$$\mathcal{H}(\text{div} = 0) := \{ \tau \in L^2(\Omega; \mathbb{M}^{2 \times 2}) : \text{div} \tau = 0 \text{ in } D'(\Omega; \mathbb{R}^2) \} .$$

Step 1: (True stresses and pseudo-stresses). The key to the proof is the analysis of the convergence of the pseudo-stress $\tau_\ell = D\Phi(Du_\ell)$ which is piecewise constant. Since the derivative of the determinant as a map from $\mathbb{M}^{2 \times 2}$ to $\mathbb{R}$ is the cofactor matrix, and since $\text{div} \text{ cof } Du = 0$ in the sense of distributions, i.e., $\text{ cof } Du_\ell \in \mathcal{H}(\text{div} = 0)$, the true stress $\sigma_\ell = \sigma(Du_\ell)$ and the pseudo-stress $\tau_\ell$ are related by

$$\sigma_\ell = D\Phi(Du_\ell) + \gamma \text{ cof } Du_\ell \in \tau_\ell + \mathcal{H}(\text{div} = 0) .$$
Step 2: (Error estimator reduction). There exist two constants $0 < \rho < 1$ and $0 < \Lambda < \infty$ (which only depend on $\Theta$ and $T_0$) such that, for any two consecutive levels $\ell$ and $\ell + 1$ with corresponding finite element solutions $u_\ell$ and $u_{\ell + 1}$, discrete stress approximations $\sigma_\ell$ and $\sigma_{\ell + 1}$, and corresponding pseudo-stresses $\tau_\ell$ and $\tau_{\ell + 1}$ the estimate
\begin{equation}
\eta^2_{\ell + 1} \leq \rho \eta^2_\ell + \Lambda \Vert \tau_{\ell + 1} - \tau_\ell \Vert_{L^2(\Omega)}^2
\end{equation}
holds. When $\Vert \tau_{\ell + 1} - \tau_\ell \Vert_{L^2(\Omega)}^2$ is replaced by $\Vert \sigma_{\ell + 1} - \sigma_\ell \Vert_{L^2(\Omega)}^2$, this error reduction property (5.4) is a well-established tool in the convergence analysis of adaptive finite element methods and can be found in [11,15] for elliptic problems in a very general setting. Note that the proof of this estimate in the elliptic setting does not refer to the underlying partial differential equation but only to properties of the refinement scheme and that it is purely algebraic. In particular, the estimators $\eta_\ell$ evaluated in (5.5) and in $\tau_\ell = \sigma_\ell - \gamma \cof D u_\ell$ coincide since $\cof D u_\ell$ is piecewise constant and since the jumps of $\cof D u_\ell$ in the normal direction along the interior edges is zero since $\cof D u_\ell \in \mathcal{H}(\text{div} = 0)$. This establishes (5.4).

Step 3: (Bounds on the difference of successive pseudo-stresses). For any $\ell \in \mathbb{N}$ the $L^2$-norm of the difference of stresses at successive levels is estimated by
\begin{equation}
\lambda_1 \Vert \tau_{\ell + 1} - \tau_\ell \Vert_{L^2(\Omega)}^2 \leq E^{qc}(u_\ell) - E^{qc}(u_{\ell + 1}).
\end{equation}

To prove this estimate, we evaluate the convexity control estimate in (4.2) for $x$ in the interior of an element in $T_{\ell + 1}$ in $A = Du_\ell(x)$ and $B = Du_{\ell + 1}(x)$ and integrate on $\Omega$ to obtain
\begin{equation}
\lambda_1 \Vert \tau_{\ell + 1} - \tau_\ell \Vert_{L^2(\Omega)}^2 \leq \int_\Omega (\Phi(Du_\ell) - \Phi(Du_{\ell + 1})) \, dx - \int_\Omega \tau_{\ell + 1} : D(u_\ell - u_{\ell + 1}) \, dx.
\end{equation}

Since $u_{\ell + 1}$ minimizes $E^{qc}$ defined in (5.1) in $u_D + \mathbb{V}_0^{(\ell + 1)}$ we may use the discrete Euler-Lagrange equations which are analogous to (5.3), i.e.,
\begin{equation}
\int_\Omega \tau_{\ell + 1} : Du_{\ell + 1} \, dx = \int_\Omega f \cdot v_{\ell + 1} \, dx \quad \text{for all } v_{\ell + 1} \in \mathbb{V}_0^{(\ell + 1)}.
\end{equation}

Since $\mathbb{V}(\ell) \subseteq \mathbb{V}(\ell + 1)$, $v_{\ell + 1} = u_\ell - u_{\ell + 1} \in \mathbb{V}_0^{(\ell + 1)}$ is an admissible test function and hence
\begin{equation}
\int_\Omega \tau_{\ell + 1} : D(u_\ell - u_{\ell + 1}) \, dx = \int_\Omega f \cdot (u_\ell - u_{\ell + 1}) \, dx.
\end{equation}

We substitute this identity in (5.3) and obtain the assertion.

Step 4: (Convergence of the error estimator). The error estimators $\eta_\ell$, $\ell \in \mathbb{N}$, converge to zero, that is, $\lim_{\ell \to \infty} \eta_\ell = 0$. In fact, the error estimator reduction (5.4) and the discrete stress control of Step 3 imply
\begin{equation}
\eta^2_{\ell + 1} \leq \rho \eta^2_\ell + \frac{\Lambda}{\lambda_1} (E^{qc}(u_\ell) - E^{qc}(u_{\ell + 1})) \quad \text{for all } \ell \in \mathbb{N}.
\end{equation}

By induction we obtain for $m, n \in \mathbb{N}$ that
\begin{equation}
\eta^2_{m + n} \leq \rho^n \eta^2_m + \frac{\Lambda}{\lambda_1} \sum_{k=0}^{n-1} \rho^{n-k-1} (E^{qc}(u_{m+k}) - E^{qc}(u_{m+k+1}))
\end{equation}
\begin{equation}
\leq \rho^n \eta^2_m + \frac{\Lambda}{\lambda_1} (E^{qc}(u_m) - E^{qc}(u_{m+n})).
\end{equation}
For $m = 0$ we obtain uniform boundedness of the sequence $(\eta_n)_{n \in \mathbb{N}}$, and since $(E^{qc}(u_\ell))_{\ell \in \mathbb{N}}$ is a Cauchy sequence and $0 < \rho < 1$ we conclude $\lim_{\ell \to \infty} \eta_\ell = 0$.

**Step 5:** (Error estimates for the pseudo-stress). Let $\ell \in \mathbb{N}$, then

$$\lambda_1 \| \tau - \tau_\ell \|^2_{L^2(\Omega)} \leq E^{qc}(u_\ell) - E^{qc}(u)$$

and

$$\lambda_1 \| \tau - \tau_\ell \|^2_{L^2(\Omega)} \leq E^{qc}(u) - E^{qc}(u_\ell) + \int_\Omega (\tau - \tau_\ell) : D(u - u_\ell) \, dx. \tag{5.6}$$

The first assertion follows as in Step 3 by replacing $u_{\ell+1}$ with $u$. To prove (5.6), let $x$ be a Lebesgue point of $Du$ which lies in the interior of an element in $\mathcal{T}_\ell$. For such an $x$ we evaluate the convexity control estimate (4.2) in $A = Du(x)$ and $B = Du_\ell(x)$. Since almost all points are Lebesgue points, we may integrate on $\Omega$ and obtain

$$\lambda_1 \| \tau - \tau_\ell \|^2_{L^2(\Omega)} \leq \int_\Omega (\Phi(Du) - \Phi(Du_\ell)) \, dx - \int_\Omega \tau_\ell : D(u - u_\ell) \, dx. $$

The pseudo-stress $\tau$ satisfies the Euler-Lagrange equations (5.3) and the assertion follows in view of the definition of the energy.

**Step 6:** (Explicit residual-based reliable error control I). There exists a constant $C_{rel}$ such that, for all $\ell \in \mathbb{N}$,

$$\lambda_1 \| \tau - \tau_\ell \|^2_{L^2(\Omega)} + E^{qc}(u_\ell) - E^{qc}(u) \leq C_{rel} \eta_\ell \| D(u - u_\ell) \|_{L^2(\Omega)}. $$

To prove this, let $e_\ell := u - u_\ell \in H^1_0(\Omega; \mathbb{R}^2)$ denote the error on the $\ell$th level of the scheme and let $J_\ell$ be a quasi-interpolation of $H^1_0$ onto $V_0(\ell)$ in the sense of [20,45]. We denote by $h_\ell$ the mesh-size function of $\mathcal{T}_\ell$ which is constant on the elements in $\mathcal{T}_\ell$. Then there exists a constant $C_{apx}$ which depends only on $\mathcal{T}_0$ such that [18]

$$\| h_\ell^{-1}(e_\ell - J_\ell e_\ell) \|_{L^2(\Omega)}^2 + \sum_{E \in \mathcal{E}(\mathcal{T}_\ell)} |E|^{-1} \| e_\ell - J_\ell e_\ell \|^2_{L^2(E)} \leq C_{apx} \| D e_\ell \|^2_{L^2(\Omega)}. \tag{5.7}$$

We use (5.6) and the Euler-Lagrange equations for the solutions $u$ and $u_\ell$ to obtain for all $v_\ell \in u_D + V_0(\ell)$,

$$\lambda_1 \| \tau - \tau_\ell \|^2_{L^2(\Omega)} + E^{qc}(u_\ell) - E^{qc}(u) \leq \int_\Omega f : (u - v_\ell) \, dx - \int_\Omega \tau_\ell : D(u - v_\ell) \, dx. $$

Let $v_\ell = u_\ell + J_\ell (u - u_\ell) \in u_D + V_0(\ell)$ so that $u - v_\ell = e_\ell - J_\ell e_\ell$. In the second integral we use integration by parts on the individual triangles. In order to simplify the notation we do not replace integrals over $\Omega$ by a sum over all triangles. Instead we denote by $\text{div}_\ell$ the local divergence on all elements in $\mathcal{T}_\ell$. A careful rearrangement of the boundary terms shows that

$$\int_\Omega f : (u - v_\ell) \, dx - \int_\Omega \tau_\ell : D(u - v_\ell) \, dx$$

$$= \int_\Omega (f + \text{div}_\ell \tau) : (e_\ell - J_\ell e_\ell) \, dx - \sum_{E \in \mathcal{E}(\mathcal{T}_\ell)} \int_E (e_\ell - J_\ell e_\ell) : [\tau_\ell]_E \nu_E \, ds.$$
Cauchy’s inequality and the approximation error estimate \([5.7]\) lead to the upper bound
\[
\left( \|h_\ell(f + \text{div}_\ell \tau_\ell)\|_{L^2(\Omega)}^2 + \sum_{E \in \mathcal{E}(\tau_\ell)} |E| \left( \|\tau_\ell \|_{E\mathcal{V}_E} \right)_{L^2(E)}^2 \right)^{1/2} C_{\text{app}}^{1/2} \|D\epsilon_\ell\|_{L^2(\Omega)}.
\]

The equivalence of local mesh-size and the square root of the area of the elements (which follows from the shape-regularity) implies the existence of a reliability constant \(C_{\text{rel}}\) and the corresponding upper bound \(\eta\epsilon C_{\text{rel}}\|D\epsilon_\ell\|_{L^2(\Omega)}\). This verifies the asserted estimate.

**Step 7:** (Explicit residual-based reliable error control II). Let \(u_\ell\) be the sequence of functions computed by the adaptive finite element scheme. Then
\[
\lim_{\ell \to \infty} E^{qc}(u_\ell) = E^{qc}(u) \quad \text{and} \quad \lim_{\ell \to \infty} \|\tau - \tau_\ell\|_{L^2(\Omega)} = 0.
\]

Note that the energy density \(W^{qc}\) satisfies two-sided growth conditions of the form
\[
c_1 |E|^2 - c_2 \leq W^{qc}(E) \leq c_3 (|E|^2 + 1)
\]
for all \(E \in \mathcal{M}_\text{sym}^{2 \times 2}\) with positive constants \(c_1, c_2, c_3\). Thus the symmetric parts of the deformation gradients of the minimizers \(u\) and \(u_\ell\) are uniformly bounded in \(L^2\) and since \(u - u_\ell \in H^1_0(\Omega)\) we obtain from Korn’s inequality that \(\|Du - Du_\ell\|_{L^2}\) is uniformly bounded. Step 4 shows \(\eta\ell \to 0\) as \(\ell \to \infty\) and Step 6 implies that
\[
\lim_{\ell \to \infty} \left( \lambda_1 \|\tau - \tau_\ell\|_{L^2(\Omega)}^2 + E^{qc}(u_\ell) - E^{qc}(u) \right) = 0.
\]
This estimate implies the assertion of Theorem \(2.2\).

**Step 8:** (Convergence of the deformation gradient). This follows from Theorem \(3.2\) and the convergence of the energy from Step 7.

### 6. Corresponding Theory for Gradients

In this section we extend the foregoing results to the case of energies which depend on the full deformation gradient and not only its symmetric part. The analysis for the relaxation of the double-well energy with dependence on linear strains can be performed in the case of the dependence on the full gradient as well and leads to the same formula \(3.2\); see Section 7 in \(31\).

#### 6.1. Main results.

In the special case of an isotropic material with
\[
W(F) = \frac{1}{2} \min \left\{ |\alpha F - A_1|^2 + w_1, |\alpha F - A_2|^2 + w_2 \right\}, \quad \alpha > 0, w_1, w_2 \in \mathbb{R}
\]
the constant \(g\) which replaces the constant \(g\) in \(3.1\) in the theory for linear strains reads (see Formula (7.1) in \(31\))
\[
\alpha \lambda_{\max} \left( (A_1 - A_2)^T (A_1 - A_2) \right).
\]
By a change of coordinates we may assume that \(A_2 = -A_1 = \Lambda = \text{diag}(\alpha_1, \alpha_2)\) with \(\alpha_1 > |\alpha_2| > 0\) and \(\alpha = 1\). In particular, the two matrices are not compatible in the sense that the rank of the matrix \(A_1 - A_2\) is bigger than one and that the matrix \(A^T A\) is not proportional to the identity matrix. These assumptions lead to
\[
W(F) = \frac{1}{2} \min \left\{ |F - \Lambda|^2 + w_1, |F + \Lambda|^2 + w_2 \right\}, \quad \text{with} \quad g = \lambda_{\max}(4\Lambda^2) = 4\alpha_1^2.
\]
In this situation we have the following uniqueness result which parallels [46, Theorem 2.1] or Theorem 3.2 from this paper; the case \( w_1 = w_2 \) was already noted in [26].

**Theorem 6.1.** Let \( \Omega \subset \mathbb{R}^n \) be a bounded and open domain with Lipschitz boundary, let \( A \in \mathbb{M}^{n \times n} \) be a matrix with \( \text{rank}(A) > 1 \) and let \( W \) be given by [6.1]. Given \( f \in L^2(\Omega; \mathbb{R}^n) \) and \( u_D \in H^1(\Omega; \mathbb{R}^n) \), consider the variational integral

\[
I^\text{qc}[v] = \int_\Omega W^\text{qc}(Dv)dx - \int_\Omega f \cdot vdx \quad \text{for all } v \in H^1(\Omega; \mathbb{R}^n)
\]

in the class of admissible functions

\[
A = \{ u \in H^1(\Omega; \mathbb{R}^n) \mid u = u_D \text{ on } \partial \Omega \}.
\]

Then, \( I^\text{qc} \) has a unique minimizer \( u \) in \( A \).

The analysis in Section 5 can be performed for the dependence on the full gradient as well. The corresponding results are summarized in the next theorem.

**Theorem 6.2.** Suppose that \( n = 2 \). Let \( I^\text{qc} \) be the functional given in (6.2) with the energy density given in [6.1].

(a) A priori estimates: Suppose that \( u_D \in \mathcal{V}_h \) for some \( h > 0 \), that \( u \) is a minimizer of the functional \( I^\text{qc} \) in the class of admissible functions \( A \), and that \( u_h \) is a minimizer of \( I^\text{qc} \) in the finite element space \( u_D + \mathcal{V}_{h,0} \) based on Courant finite element methods on an underlying shape-regular triangulation \( \mathcal{T}_h \). Then there exists a constant \( C_1 \) such that, in a suitable coordinate system with \( A_1 - A_2 = \text{diag}(\eta_1, \eta_2) \),

\[
\sum_{j,k=1,2 \mid (j,k) \neq (1,1)} \| \partial_{j,k}(u - u_h) \|_{L^2(\Omega)} \leq C_1 \min_{v_h \in u_D + \mathcal{V}_{h,0}} (I^\text{qc}(v_h) - I^\text{qc}(u)).
\]

Moreover, the \((1,1)\)-component satisfies the weaker estimate

\[
\| \partial_1(u - u_h) \|_{H^{-1}(\Omega)} \leq C_1 \min_{v_h \in u_D + \mathcal{V}_{h,0}} (I^\text{qc}(v_h) - I^\text{qc}(u)).
\]

If \( u \in H^2(\Omega; \mathbb{R}^2) \), then there exists a constant \( C_2 \) such that

\[
\min_{v_h \in u_D + \mathcal{V}_{h,0}} (I^\text{qc}(v_h) - I^\text{qc}(u)) \leq C_2 h \| D^2 u \|_{L^2(\Omega)}.
\]

(b) Convergence of the adaptive scheme: Let \( (u_\ell)_{\ell \in \mathbb{N}} \) with \( u_\ell \in u_D + \mathcal{V}^{f(\ell)}_{0, \ell} \) be the sequence computed by the adaptive scheme described in Section 2.2. Then this sequence converges with respect to the weak topology of \( H^1(\Omega; \mathbb{R}^2) \) to the unique minimizer \( u \) of the variational integral \( I^\text{qc} \) in the class of admissible functions \( A \). Moreover, the energies \( I^\text{qc}(u_\ell) \) converge, i.e.,

\[
\lim_{\ell \to \infty} I^\text{qc}(u_\ell) = I^\text{qc}(u) = \min_{v \in u_D + H^1_0(\Omega; \mathbb{R}^2)} I^\text{qc}(v),
\]

and all components of the deformation gradient except the \((1,1)\)-component converge strongly \( L^2(\Omega) \), i.e.,

\[
\| \partial_1(u - u_\ell) \|_{H^{-1}(\Omega)} + \sum_{j,k=1,2 \mid (j,k) \neq (1,1)} \| \partial_{j,k}(u - u_\ell) \|_{L^2(\Omega)} \to 0 \text{ as } \ell \to \infty.
\]

In the following sections we sketch the proof of this theorem.
6.2. Convexity control of the translated energy. The key idea in Section 4 is the definition of the quadratic form \( H \) which is the quadratic part of the energy in the phase \( \mathcal{P}_{\text{rel}} \). This motivates us to define

\[
H(F) = \frac{1}{2} |F|^2 - \frac{2}{g} \langle F, A \rangle^2 \leq \frac{1}{2} D^2 W^{qc}(G)[F, F] \quad \text{for all } F, G \in M^{2\times 2}.
\]

We define \( \gamma = -\frac{\alpha_2}{\alpha_1} \in (-1, 1) \) and note that

\[
T(F) = H(F) - \gamma \det F \geq \frac{1}{2} (1 - \gamma^2) F_{22}^2 + \frac{1}{2} (1 - \gamma^2) (F_{12}^2 + F_{21}^2)
\]
defines a nonnegative quadratic form. In analogy to Theorem 4.1 one obtains convexity control for the translated energy.

**Theorem 6.3.** Suppose that \( W \) is given by (6.1). Let \( \Phi : M^{2\times 2} \to \mathbb{R} \) be given by

\[
\Phi(F) = W^{qc}(F) - \gamma \det F \quad \text{for all } F \in M^{2\times 2}.
\]

Then the translated energy \( \Phi \) allows convexity control in the sense that there exists a constant \( \lambda_1 \) with \( 0 < \lambda_1 < \infty \) such that

\[
\lambda_1 |D\Phi(A) - D\Phi(B)|^2 \leq \Phi(A) - \Phi(B) - \langle D\Phi(B), A - B \rangle \quad \text{for all } A, B \in M^{2\times 2}.
\]

The proof is identical to the proof of Theorem 4.1.

6.3. Convergence analysis and proofs of Theorem 6.1 and Theorem 6.2

The proof of Theorem 6.1 is with minor changes identical to the proof of Theorem 3.2. We now obtain for any stationary point \( u \in A \) of \( I^{qc} \) and any \( v \in A \) the estimate

\[
I^{qc}(v) - I^{qc}(u) \geq \frac{1}{2} \left( \int_{\Omega} H(D(u - v)) \, dx \right) \geq \frac{1}{2} (1 - \gamma^2) \int_{\Omega} \left[ (\partial_2(v_1 - u_1))^2 + (\partial_1(v_2 - u_2))^2 + (\partial_2(v_2 - u_2))^2 \right] \, dx.
\]

In particular, all stationary states are minimizers and uniquely defined. This estimate implies immediately the a priori estimates in Theorem 6.2. The convergence analysis follows the lines of the one for the case of linear strains in Section 5 with the true stresses \( \sigma_\ell = DW^{qc}(Du_\ell) \) and the pseudo-stresses \( \tau = D\Phi(Du_\ell) \).

7. Conclusions

We introduced new techniques for the numerical analysis of variational problems related to models in materials science. Typically these models feature nonconvex energy densities and minimizers cannot be obtained by a minimization in finite element spaces. The approach proposed here is the passage to the associated relaxed variational problem. If the structure of the corresponding relaxed energy density allows the decomposition into a null-Lagrangian and a convex part, then the pseudo-stresses associated with the convex part are accessible to numerical approximation. Major open problems concern the analysis of this specific problem in three dimensions where the determinant is a cubic form, the characterization of general model classes for which this approach can be applied and the extension of this approach to include the numerical approximation of the relaxed energy density.
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