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Abstract

A nonconvex variational model is introduced which contains the \(\ell^q\)-"norm", \(q \in (0,1)\), of the gradient of the image to be reconstructed as the regularization term together with a least-squares type data fidelity term which may depend on a possibly spatially dependent weighting parameter. Hence, the regularization term in this functional is a nonconvex compromise between the minimization of the support of the reconstruction and the classical convex total variation model. In the discrete setting, existence of a minimizer is proven, a Newton-type solution algorithm is introduced and its global as well as locally superlinear convergence is established. The potential indefiniteness (or negative definiteness) of the Hessian of the objective during the iteration is handled by a trust-region based regularization scheme. The performance of the new algorithm is studied by means of a series of numerical tests. For the associated infinite dimensional model an existence result based on the weakly lower semicontinuous envelope is established and its relation to the original problem is discussed.

1 Introduction

In many applications of signal and image recovery one is interested in obtaining solutions with the sparsest or smallest support set, either of the signal directly or of a related quantity of interest (such as the gradient of an image for instance), from a limited number of measurements. This topic is at the core of compressed sensing (see, e.g., [2, 16, 17, 12] and the references therein) or basis pursuit (see, e.g., [8]) and has sparked significant research activities in the recent past. Mathematically, finding the smallest support set of a signal or an image requires to minimize the \(\ell_0\)-norm, i.e. the number of nonzero entries in the solution vector or the related quantity of interest, subject to a constraint reflecting data fidelity. This problem is of combinatorial nature and it is well-known that it is essentially NP-hard [31]. Thus, for practical purposes the \(\ell_0\)-norm minimization problem is usually replaced by a convex relaxation leading to the minimization of the \(\ell_1\)-norm which can be solved efficiently; see the discussion in [12] and, for instance, [38] and the references therein for further algorithmic developments.
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In image processing one typically aims at recovering an image from noisy data while still keeping edges in the image. The latter requirement is responsible for the tremendous success of total variation based image restoration [37]. In connection with the sparsity requirement alluded to above, this implies to compute a restoration result with gradient-sparsity, i.e. a piecewise constant image with a small number of patches. Hence, rather than minimizing the support of the image directly, one is interested in minimizing the support of the gradient of the recovered image. In the context of the convex relaxation mentioned above this means to minimize the $\ell_1$-norm of the gradient of the image subject to data fidelity.

There is evidence [5, 34] that replacing the $\ell_1$-norm by the nonconvex and nondifferentiable function $\|v\|_{\ell_q}^q = \sum_i |v_i|^q$ with $q \in (0, 1)$, which for the ease of reference we refer to as $\ell_q$-norm in what follows, promotes gradient-sparsity even better. Moreover, the $\ell_q$-norm allows possibly a smaller number of measurements than the $\ell_1$-norm in compressed sensing. In [32] (see also the more recent paper [34]) it was shown that nonconvex regularization terms in total variation based image restoration yield even better edge preservation when compared to the convex $\ell_1$-type regularization. Moreover, it appears that the $\ell_q$-norm regularization is also more robust with respect to noise.

Nonconvex and nonsmooth regularization in image restoration (and more generally in inverse problems) poses significant challenges with respect to both, the existence of solutions of associated minimization problems and, in particular, the development of efficient (i.e. locally more than the linearly convergent) solution algorithms. Linearly convergent gradient projection type methods for compressed sensing problems minimizing the $\ell_q$-norm can be found in [3]. In [7] the latter solver was replaced by a regularized iteratively reweighted least squares (IRLS) technique. Based on [21], Chartrand extends in [6] the Bregman iteration which relies on a variable splitting approach combined with a $q$-shrinkage operation to $\ell_q$-norm minimization. The resulting method typically has a linear convergence behavior. In [12], the iteratively reweighted least squares solver for compressed sensing with the $\ell_q$-norm is shown to converge locally superlinearly. The result depends on a $q$-null-space-condition, the sparsity of the solution and a locality requirement of the initial guess. A different perspective was taken in [34] where, under certain conditions, more general nonconvex regularization functionals are considered. Concerning the solver development, a technique based on interior point method is proposed. The authors point out the interesting observation that, under the stated conditions, the nonsmooth and nonconvex regularization functional may be decomposed as the sum of a nonconvex but smooth part plus a convex and nonsmooth part. Increasing the variable space and rewriting the problem then yields the minimization of a nonconvex and smooth function subject to linear or affine equality constraints and nonnegativity constraints, which is equivalent to the original problem. The reformulated problem may now be tackled by interior point methods [11], which were very recently shown to compute a local minimizer in compressed sensing in polynomial time [20]. Clearly, the increase of the variable space and the computational effort implied by the interior point methods might be considered as disadvantages. In the follow-up work [33] the interior point solver is replaced by variable splitting techniques resulting in alternating minimization methods which converge linearly. Unfortunately, the conditions required for the success of the algorithms proposed in [34] and [33] rule out the $\ell_q$-norm minimization and also the modified version of this problem considered in this paper. We also mention the development of a smoothing nonlinear conjugate gradient solver in [9] which is based on [34].

In this paper we are interested in expanding the scope of solvers for $\ell_q$-norm-based regularization of the gradient of the image to be recovered (we refer to this regularization as the $TV^q$-regularization as it combines the edge preservation property of total variation regularization with the sparsity-promoting $\ell_q$-norm). In particular we are interested in locally superlinearly
convergent methods which are robust with respect to noise. In order to achieve this, our proposed method combines a reweighting technique for handling the nonconvexity with primal-dual semismooth Newton methods for image restoration [3, 23, 24], which exhibit a fast (local) convergence. For stabilizing the Newton solver in the presence of indefiniteness due to the involved nonconvexity, a specific regularization scheme is applied which modifies the (generalized) Hessian of the underlying variational problem based on a trust-region technique [11]. The latter technique has the advantage of allowing a transition of the modified (generalized) Hessian to the true Hessian as the solution is approached and, thus, enabling the locally superlinear convergence properties of the underlying Newton iteration. We point out that in contrast to the IRLS solver of [12] we guarantee global convergence. Moreover, locally superlinear convergence is established without requiring conditions like the \( q \)-null-space property or sparsity conditions concerning the solution.

The rest of the paper is organized as follows. In Section 2 we introduce our TV\(^q\)-model problem and discuss its regularization by a Huber-type function. The primal-dual Newton solver is the subject of Section 3. In this core section of the present paper, we introduce the stabilization of Newton’s method (which we call \( R \)-regularization) together with the associated trust-region scheme for deciding on the amount of \( R \)-regularization required. Furthermore, the overall algorithm is defined and its global as well as locally superlinear convergence is established. Section 4 is devoted to numerical tests showing the efficiency of our new method. Finally, in Section 5 we address the function space setting of the underlying variational problem and discuss the associated difficulties including a warning example.

## 2 TV\(^q\) variational model and its Huberization

We consider the following variational problem

\[
\min_{u \in \mathbb{R}^{|\Omega|}} f_0(u) := \sum_{(i,j) \in \Omega} \left( \frac{\mu}{2} |(\nabla u)_{ij}|^2 + \frac{\alpha}{q} |(\nabla u)_{ij}|^q + \frac{\lambda_{ij}}{2} |(Ku - z)_{ij}|^2 \right),
\]  

(1)

where \( \Omega \) is a two-dimensional index set representing the image domain. By \(|\Omega|\) we denote its cardinality. We have \( \alpha > 0 \), \( 0 < q < 1 \), \( 0 < \mu \ll \alpha \) as the given model parameters. The matrix \( K \in \mathbb{R}^{|\Omega| \times |\Omega|} \) is assumed to not annihilate a constant vector, e.g. \( K \) might be a blurring matrix. The vector \( z \in \mathbb{R}^{|\Omega|} \) stands for the given noisy data, and \( u \in \mathbb{R}^{|\Omega|} \) is the image to be restored. Despite the fact that we refer to \( u \in \mathbb{R}^{|\Omega|} \) as a vector, we denote the elements of \( u \) by \( u_{ij} \) with \((i,j) \in \Omega \). This appears natural as the image domain is given as a two-dimensional array of pixels. Analogously one has to understand the action of the blurring operator (matrix) \( K \). Subsequently we allow situations where the fidelity coefficient \( \lambda \in \mathbb{R}^{|\Omega|} \) is possibly spatially dependent (see, e.g., [14, 15]) such that \( \lambda_{ij} > 0 \) for all \((i,j) \in \Omega \) and \( \sum_{(i,j) \in \Omega} \lambda_{ij} = |\Omega| \). The discrete gradient operator \( \nabla \) is decomposed as \( \nabla = (\nabla_x \nabla_y) \) such that \( (\nabla u)_{ij} = ((\nabla_x u)_{ij}, (\nabla_y u)_{ij}) \), where \( \nabla_x \in \mathbb{R}^{|\Omega| \times |\Omega|} \) is the discrete derivative in \( x \)-direction and \( \nabla_y \in \mathbb{R}^{|\Omega| \times |\Omega|} \) is the discrete derivative in \( y \)-direction, respectively. The Euclidean norm of \( (\nabla u)_{ij} \) in \( \mathbb{R}^2 \) is denoted by \( |(\nabla u)_{ij}| \). For elements \( \vec{p} \in (\mathbb{R}^{|\Omega|})^2 \), \( \vec{p}_x \) denotes components corresponding to the \( x \)-direction in the above sense and \( \vec{p}_y \) components belonging to the \( y \)-direction. The discrete Laplacian \( \Delta \) is defined as \( \Delta := -\nabla_x^\top \nabla_x - \nabla_y^\top \nabla_y \). The multiplication of vectors is understood in the pointwise sense, i.e. \((uv)_{ij} = u_{ij}v_{ij}\) for \( u, v \in \mathbb{R}^{|\Omega|} \) and \((uv)_{ij} = (u_{ij}(\vec{p}_x)_{ij}, u_{ij}(\vec{p}_y)_{ij})\) for \( u \in \mathbb{R}^{|\Omega|}, \vec{p} \in (\mathbb{R}^{|\Omega|})^2 \). Similarly, for \( u \in \mathbb{R}^{|\Omega|} \) and \( q \in \mathbb{R} \), the power \( u^q \) is a vector in \( \mathbb{R}^{|\Omega|} \) such that \((u^q)_{ij} = u_{ij}^q\). For \( u, v \in \mathbb{R}^{|\Omega|} \) and \( \gamma \in \mathbb{R} \), the max-operation is understood in a componentwise sense, i.e. \( \max(u, \gamma)_{ij} = \max(u_{ij}, \gamma) \) and \( \max(u, v)_{ij} = \max(u_{ij}, v_{ij}) \). A diagonal matrix
with its diagonal elements given by the vector $u$ is denoted by $D(u)$. The characteristic vector $\chi_\Omega$ of the set $\Omega \subset \mathbb{R}$ is defined as $(\chi_\Omega)_{i,j} = 1$ if $(i, j) \in \Omega$ and $(\chi_\Omega)_{i,j} = 0$ otherwise. The identity vector $\vec{e} \in (\mathbb{R}^{||\Omega||})^2$ is defined as $\vec{e}_{i,j} = (1, 1)$ for all $(i, j) \in \Omega$. We use $\| \cdot \|$ to denote the 2-norm for vectors in $\mathbb{R}^{||\Omega||}$ and the spectral norm for matrices in $\mathbb{R}^{||\Omega|| \times ||\Omega||}$. The symbols $\lambda_{\text{max}}(\cdot)$ and $\lambda_{\text{min}}(\cdot)$ represent the maximal eigenvalue and the minimal eigenvalue of a matrix, respectively. The constant $C$ may take different values at different occasions.

We start our investigations of (1) by establishing the existence of a solution.

**Theorem 2.1** (Existence of solution). Assume that $\mu \geq 0$, $\alpha > 0$, $q > 0$, $\lambda_{ij} > 0$ for all $(i, j) \in \Omega$, and

$$\text{Ker} \nabla \cap \text{Ker} K = \{0\}. \tag{2}$$

Then there exists a global minimizer for the variational problem (1).

**Proof.** Since $f_0$ is bounded from below, it suffices to show that $f_0$ is coercive, i.e. $|f_0(u^k)| \to +\infty$ whenever $\|u^k\| \to +\infty$ for some sequence $(u^k)$ in $\mathbb{R}^{||\Omega||}$. We prove this by contradiction. For this purpose, assume that $\|u^k\| \to +\infty$ and that there exists $C > 0$ such that $|f_0(u^k)| \leq C$ for all $k$. Note that the function $s \mapsto |s|^q$ with $q > 0$ is strictly increasing on $\mathbb{R}_+$. Thus we must have $u^k \in \text{Ker} \nabla \cap \text{Ker} K$ and $u^k \neq 0$, for all sufficiently large $k$. This contradicts our hypothesis (2).

In order to characterize an optimal solution $u$, we define the active set $\mathcal{A}_0(u) := \{(i, j) \in \Omega : |(\nabla u)_{ij}| \neq 0\}$ and the inactive set $\mathcal{I}_0(u) := \Omega \setminus \mathcal{A}_0(u)$. Due to the occurrence of the term involving $q$ in (1) with $0 < q < 1$ (which we call the TV$^q$-term from now on), the objective $f_0$ (which we refer to as the TV$^q$-model) is nondifferentiable on $\mathcal{I}_0(u)$. Therefore, the Euler-Lagrange equation for characterizing a stationary point is separately posed on $\mathcal{A}_0(u)$ and on $\mathcal{I}_0(u)$, i.e.

$$\begin{cases}
-\mu \Delta u + K^T \lambda(Ku - z) + \alpha \nabla^T (|\nabla u|^{q-2} \nabla u) = 0, & \text{if } (i, j) \in \mathcal{A}_0(u); \\
\nabla u = 0, & \text{if } (i, j) \in \mathcal{I}_0(u). \tag{3}
\end{cases}$$

Since the objective $f_0$ is nonconvex, the solution to (3) is in general not unique.

In order to make the problem numerically tractable, we locally smooth the TV$^q$-term by a *Huber function* $\varphi_\gamma$ defined by

$$\varphi_\gamma(s) := \begin{cases} 
\frac{1}{q} s^q - \frac{1}{q} - \frac{1}{2} \gamma^q s & \text{if } s > \gamma, \\
\frac{1}{2} \gamma^2 - s^2 & \text{if } 0 \leq s \leq \gamma.
\end{cases}$$

Correspondingly, the *Huberized* variational problem is written as

$$\min_{u \in \mathbb{R}^{||\Omega||}} f_\gamma(u) := \sum_{(i, j) \in \Omega} \left( \frac{\mu}{2} |(\nabla u)_{ij}|^2 + \alpha \varphi_\gamma(|(\nabla u)_{ij}|) + \frac{\lambda_{ij}}{2} |(Ku - z)_{ij}|^2 \right). \tag{4}$$

Note that the Huberized functional $f_\gamma$ is continuously differentiable, and the Euler-Lagrange equation associated with (4) is given by

$$\nabla f_\gamma(u) = -\mu \Delta u + K^T \lambda(Ku - z) + \alpha \nabla^T \left( \max(|\nabla u|, \gamma)^{q-2} \nabla u \right) = 0. \tag{5}$$

The Huber function [25], as a tool of local smoothing, has been successfully applied previously in (convex) nondifferentiable variational models in image processing; see, e.g., [39, 24, 13]. Next we study the behavior of our Huberization of the nonconvex TV$^q$-model for vanishing Huber parameter, i.e. for $\gamma \to 0^+$. 
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Theorem 2.2 (Consistency of Huberization). Let the assumptions of Theorem 2.1 hold true, and \((u^k)\) be a sequence such that \(\gamma^k \to 0^+\) and each \(u^k\) is a global minimizer of the Huberized functional \(f_\gamma^k\). Then there exists an accumulation point \(u^*\) of \((u^k)\) such that \(u^*\) satisfies the original Euler-Lagrange equation \([3]\).

Proof. With an analogous argument to the proof of Theorem 2.1, we have the coercivity of all \((f_\gamma^k)\), uniformly with respect to \(\gamma^k\). Therefore the sequence \((u^k)\) is uniformly bounded. By compactness, there exists a subsequence of \((u^k)\), say \((u^k)\), such that \((u^k)\) converges to some \(u^*\) as \(k' \to +\infty\).

Next we show that \(u^*\) is a solution to \([3]\). Since each \((u^k)\) satisfies the Huberized Euler-Lagrange equation \([5]\), we have

\[
- \mu \Delta u^{k'} + K^T \lambda (K u^{k'} - z) + \alpha \nabla^T \left( \max(|\nabla u^{k'}|, \gamma^k)^{q-2} \nabla u^{k'} \right) = 0. \tag{6}
\]

Let \(k' \to +\infty\) so that \(\gamma^k \to 0^+\). On the active set \(\mathcal{A}_0(u^*)\) where \(|\nabla u^*| > 0\), the first argument of the max-function in \([6]\) is taken in the limit, i.e.

\[
- \mu \Delta u^* + K^T \lambda (K u^* - z) + \alpha \nabla^T \left( |\nabla u^*|^{q-2} \nabla u^* \right) = 0, \quad \text{for } (i, j) \in \mathcal{A}_0(u^*). \tag{7}
\]

On the inactive set \(\mathcal{I}_0(u^*)\), we have \(|\nabla u^*| = 0\) by definition. Thus we conclude that \(u^*\) satisfies the Euler-Lagrange equation \([3]\].

We note that finding global minimizers for nonconvex problems often represents a challenging (if not impossible) task. Therefore, the remainder of this section is devoted to designing and analyzing an algorithm for numerically finding (local) minimizers of \([4]\). For the ease of notation, we shall frequently dismiss the subscript of \(f_\gamma\) without causing ambiguity.

We start by noting that the gradient mapping in \([5]\), i.e. \(\nabla f : \mathbb{R}^{[\Omega]} \to \mathbb{R}^{[\Omega]}\), is locally Lipschitz. According to Rademacher’s Theorem, \(\nabla f\) is differentiable almost everywhere. Then the generalized Hessian of \(f\) at \(u\) \([10]\), denoted by \(\partial^2 f(u)\), is defined as the convex hull of \(\partial^2_B f(u)\), where \(\partial^2_B f(u)\) consists of all matrices in \(\mathbb{R}^{[\Omega] \times [\Omega]}\) that are limits of sequences of the form \(\nabla^2 f(u^k)\) with \(u^k \to u\) and \(\nabla f\) differentiable at all \(u^k\), i.e.

\[
\partial^2_B f(u) := \{ \lim \nabla^2 f(u^k) : u^k \to u, \ nabla f \text{ is differentiable at } u^k \}.\]

Moreover, the gradient mapping \(\nabla f : \mathbb{R}^{[\Omega]} \to \mathbb{R}^{[\Omega]}\) is semismooth at any \(u\), i.e.

\[
\lim_{V(u+td') \in \partial^2 f(u+td'), \ d' \to d, \ t \to 0^+} V(u+td')d' \text{ exists for all } d \in \mathbb{R}^{[\Omega]};
\]

see \([36]\). Due to Theorem 2.3 in \([36]\), \(f\) is directionally differentiable at any \(u\), and for any \(V(u+d) \in \partial^2 f(u+d)\),

\[
V(u+d)d - \nabla f(u; d) = o(||d||), \quad \text{as } ||d|| \to 0,
\]

where \(o(t)/t \to 0\) as \(t \to 0^+\), and \(\nabla f(u; d)\) denotes the directional derivative of \(f\) at \(u\) in direction \(d\). Thus, for any \(V(u+d) \in \partial^2_B f(u+d)\) we have

\[
||\nabla f(u+d) - \nabla f(u) - V(u+d)d|| = o(||d||), \quad \text{as } ||d|| \to 0. \tag{7}
\]

In our subsequently defined algorithm, we are in particular interested in the elements of the (possibly) set-valued mapping \(\partial^2_B f\) at \(u\), which can be written explicitly as follows:

\[
\nabla^2_B f(u) := -\mu \Delta + K^T \lambda K + \alpha \nabla^T \left( \max(|\nabla u|, \gamma)^{q-2}(I - (2 - q)\chi_\mathcal{A}(u)|\nabla u|^{-2} (\nabla u)(\nabla u)^\top) \right) \nabla,
\]
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where $\chi_A(u)$ is defined by

$$
(\chi_A(u))_{ij} := \begin{cases} 
1, & \text{if } |(\nabla u)_{ij}| > \gamma, \\
0, & \text{otherwise.}
\end{cases}
$$

We shall refer to $\nabla^2_B f(u)$ as the $B$-Hessian of $f$ at $u$.

Due to its favorable local convergence properties, we are interested in applying a generalized version of Newton’s method for solving (5). In variational image processing it has turned out that primal-dual Newton schemes are typically superior to purely primal or dual iterations; see, e.g., [3, 23, 24]. Hence, we reformulate the Euler-Lagrange equation (5) by introducing a new variable $\vec{p} \in (\mathbb{R}^{[\Omega]})^2$, which plays the role of a dual variable, i.e.

$$
\begin{align*}
-\mu \Delta u + K^\top \lambda (Ku - z) + \alpha \nabla^\top \vec{p} &= 0, \\
\max(|\nabla u|, \gamma)^{2-q} \vec{p} &= \nabla u.
\end{align*}
$$

This system is the starting point for developing our generalized Newton scheme in the next section.

3 Primal-dual Newton method

3.1 Regularized Newton via reweighted Euler-Lagrange equation

In order to handle the nonlinear diffusion term (which contains the $(q - 2)$-th power of the max-term) in the Euler-Lagrange equation (5), we invoke an approach relying on reweighting. Similar techniques were previously considered in [10, 4, 7, 12]. In fact, let $u^k$ be our current approximation of a solution to (5). Then the reweighted Euler-Lagrange equation is given by

$$
-\mu \Delta u + K^\top \lambda (Ku - z) + \alpha \nabla^\top (w^k \max(|\nabla u^k|, \gamma)^{r} \nabla u) = 0,
$$

with $0 \leq r \leq 2 - q$ and the weight $w^k$ defined by

$$
w^k := \max(|\nabla u^k|, \gamma)^{q + r - 2}.
$$

We further introduce a reweighted dual variable

$$
\vec{p} = w^k \max(|\nabla u^k|, \gamma)^{-r} \nabla u.
$$

As a result, the equation (8) may be written as

$$
\begin{align*}
-\mu \Delta u + K^\top \lambda (Ku - z) + \alpha \nabla^\top \vec{p} &= 0, \\
(w^k)^{-1} \max(|\nabla u^k|, \gamma)^{-r} \vec{p} &= \nabla u.
\end{align*}
$$

Next, at $u^k$ we define the active set $A^k := \{(i, j) \in \Omega : |(\nabla u^k)_{ij}| > \gamma\}$. Given a current approximation $(u^k, \vec{p}^k)$, we apply a generalized linearization to (10) and obtain the generalized Newton system

$$
\begin{bmatrix}
-\mu \Delta + K^\top \lambda K & \alpha \nabla^\top D((m^k)^{2-q} \vec{p}) \\
-C^k(r) \nabla & D((m^k)^{2-q} \vec{p})
\end{bmatrix}
\begin{bmatrix}
\delta u^{k+1} \\
\delta \vec{p}^{k+1}
\end{bmatrix} =
\begin{bmatrix}
\mu (\nabla u^k - K^\top \lambda (Ku^k - z) - \alpha \nabla^\top \vec{p}^k) \\
\nabla u^k - (m^k)^{2-q} \vec{p}^k
\end{bmatrix},
$$

(11)}
where
\[
m^k := \max(|\nabla u^k|, \gamma),
\]
\[
\tilde{C}^k(r) := I - rD(\chi_Ae(m^k)q^k) \begin{bmatrix} D(\nabla_xu^k) & D(\nabla_yu^k) \\ D(\nabla_xu^k) & D(\nabla_yu^k) \end{bmatrix}.
\]

After eliminating \( \delta p^{k+1} \), we are left with the linear system
\[
\tilde{H}^k(r)\delta u^{k+1} = -g^k,
\]
where \[
\tilde{H}^k(r) := -\mu \Delta + K^\top \lambda K + \alpha \nabla^\top D((m^k)^{q-2} \bar{c})\hat{C}^k(r)\nabla,
\]
\[
g^k := -\mu \Delta u^k + K^\top \lambda (Ku^k - z) + \alpha \nabla^\top ((m^k)^{q-2} \nabla u^k).
\]

Note that \( g^k = \nabla f(u^k) \) in (5). Upon solving (14) for \( \delta u^{k+1} \), we compute \( \delta p^{k+1} \) according to (11), i.e.
\[
\delta p^{k+1} = (m^k)^{q-2}((\nabla u^k + \hat{C}^k(r)\nabla\delta u^{k+1}) - p^k).
\]

Assuming that \( \delta u^{k+1} \) is a descent direction, i.e. \( (g^k)^\top \delta u^{k+1} < 0 \), we update \( u^{k+1} = u^k + a^k \delta u^{k+1} \) and \( p^{k+1} = p^k + a^k \delta p^{k+1} \) with a suitable step size \( a^k \), and then go to the next Newton iteration.

Note that \( H^k := \tilde{H}^k(2 - q) \) is the B-Hessian in the non-reweighted primal-dual Newton method [10, 24]. We observe that the reweighting procedure is, in fact, equivalent to a R-regularization of the B-Hessian of the non-reweighting approach. In order to see this, let
\[
R^k := \alpha \nabla^\top D(\chi_Ae(m^k)q^k) \begin{bmatrix} D(\nabla_xu^k) & D(\nabla_yu^k) \\ D(\nabla_xu^k) & D(\nabla_yu^k) \end{bmatrix} \nabla.
\]

Then the Newton update (14) becomes
\[
(H^k + \beta R^k)\delta u^{k+1} = -g^k,
\]
with \( \beta = 2 - q - r \).

Subsequently we consider variable \( \beta \), i.e. \( \beta = \beta^k \), and a slight modification of the R-matrix to guarantee (i) well-definedness of the Newton iteration defined below, (ii) the aforementioned descent property and (iii) ultimately the locally superlinear convergence of our overall algorithmic scheme. For the latter, we show in the proof of Theorem 3.10 that \( \lim_{k \to +\infty} \beta^k = 0 \). Thus, the R-regularization vanishes for \( k \to +\infty \).

### 3.2 Infeasible Newton method

We next study feasibility properties of the iterates of a generalized Newton method relying on (14) and definiteness of \( \tilde{H}^k(r) \). For this discussion, we return to the reweighted Euler-Lagrange equation (5) with \( 0 \leq r \leq 1 \) (or \( 1 - q \leq \beta \leq 2 - q \)). In particular, assuming that \( p^k = |\nabla u^k|^{q-2} \nabla u^k \) on \( A^k \), we have that \[
\hat{C}^k(r) = I - rD(\chi_Ae(m^k)^{-2} \bar{c}) \begin{bmatrix} D(|\nabla_xu^k|^2) & D(\nabla_xu^k \nabla_yu^k) \\ D(\nabla_xu^k \nabla_yu^k) & D(|\nabla_yu^k|^2) \end{bmatrix} \succeq 0,
\]
where “\( \succeq \)” indicates positive semidefiniteness of a matrix. Therefore, we conclude
\[
\tilde{H}^k(r) = -\mu \Delta + K^\top \lambda K + \alpha \nabla^\top D((m^k)^{q-2} \bar{c})\hat{C}^k(r)\nabla \succ 0,
\]
for \( \mu > 0 \).
i.e. $\tilde{H}^k(r)$ is positive definite, since $-\mu \Delta + K^\top \lambda K \succ 0$ under the hypothesis (2). In general, however, $\tilde{H}^k(r)$ may be indefinite during generalized Newton iterations.

In the following, we derive a sufficient condition for $r$ (or $\beta$) such that the system matrix $\tilde{H}^k(r)$ is positive definite; see Theorem [3.2] below. This property of $\tilde{H}^k(r)$ is useful to guarantee that a descent direction $\delta u^k$ is computed in each Newton iteration. Moreover, it constitutes an iteration dependent regularization scheme.

For this purpose, we propose two modifications of the system matrix $\tilde{H}^k(r)$. First, we replace $\tilde{p}_k^k$ by $\tilde{p}_+^k$, where

$$\tilde{p}_+^k := \frac{\chi_{\mathcal{A}^k}(m^k)^{q-1}\tilde{p}_k^k}{\max((m^k)^{q-1},|p_k^k|)} + (1 - \chi_{\mathcal{A}^k})\tilde{p}_k^k. \quad (20)$$

Note that the modified $\tilde{p}_+^k$ satisfies its feasibility condition on $\mathcal{A}^k$, i.e.

$$|\tilde{p}_+^k| \leq |(\nabla u^k)_{ij}|^q, \quad \text{whenever } (i, j) \in \mathcal{A}^k. \quad (21)$$

Secondly, we replace $\tilde{C}^k(r)$ by its symmetrization denoted by $\tilde{C}_+^k(r)$, i.e.

$$\tilde{C}_+^k(r) := \frac{\tilde{C}^k(r) + \tilde{C}^k(r)^\top}{2} = I - rD(\chi_{\mathcal{A}^k}(m^k)^{-q}).$$

Accordingly, the system matrix $\tilde{H}^k(r)$ in (14) is replaced by $\tilde{H}_+^k(r)$ with

$$\tilde{H}_+^k(r) := -\mu \Delta + K^\top \lambda K + \alpha \nabla^\top D((m^k)^{q-2} \tilde{C}_+^k(r) \nabla, \quad (23)$$

and the regularizer $R^k$ is replaced by $R_+^k$ with

$$R_+^k := \alpha \nabla^\top D(\chi_{\mathcal{A}^k}(m^k)^{-2}).$$

Lemma 3.1. Assume that $0 \leq r \leq 1$ (or $1 - q \leq \beta \leq 2 - q$) and the feasibility condition holds true. Then the matrix $\tilde{C}_+^k(r)$ given in (22) is positive semidefinite.

Proof. By reordering, it suffices to show that each 2-by-2 block

$$[\tilde{C}_+^k(r)]_{ij} = I - r\chi_{\mathcal{A}^k}(m^k)^{-q} \left[ \begin{array}{cc} \frac{(\tilde{p}_+^k)_x \nabla x u^k}{2} & \frac{1}{2}(\tilde{p}_+^k)_y \nabla x u^k + (\tilde{p}_+^k)_y \nabla x u^k \\ \frac{(\tilde{p}_+^k)_x \nabla y u^k + (\tilde{p}_+^k)_y \nabla x u^k)}{2} & \frac{(\tilde{p}_+^k)_y \nabla y u^k}{2} \end{array} \right]$$

is positive semidefinite. For the ease of notation, the subscripts $ij$ are frequently omitted for the remainder of this proof.

We distinguish two cases with respect to $(i, j)$. First, consider the case where $(i, j) \notin \mathcal{A}^k$. Then we have $[\tilde{C}_+^k(r)]_{ij} = I$ and the assertion holds immediately.

In the second case where $(i, j) \in \mathcal{A}^k$, we have

$$[\tilde{C}_+^k(r)]_{ij} = \left[ \begin{array}{cc} 1 - r|\nabla u^k|^{-q}(\tilde{p}_+^k)_x \nabla x u^k & -r^2|\nabla u^k|^{-q}(\tilde{p}_+^k)_x \nabla y u^k + (\tilde{p}_+^k)_y \nabla x u^k \\ -r^2|\nabla u^k|^{-q}(\tilde{p}_+^k)_x \nabla x u^k & 1 - r|\nabla u^k|^{-q}(\tilde{p}_+^k)_y \nabla y u^k \end{array} \right].$$
This 2-by-2 block has nonnegative eigenvalues, since its diagonal elements are nonnegative and its determinant satisfies
\[
(1-r)|u^k|^q(p^k_+)_x\nabla_x u^k(1-r)|u^k|^q(p^k_+)_y\nabla_y u^k) - \frac{r^2}{4}|u^k|^{-2q}((p^k_+)_x\nabla_y u^k + (p^k_+)_y\nabla_x u^k)^2
\]
\[
= 1 - r|u^k|^{-q}((p^k_+)_x\nabla_x u^k + (p^k_+)_y\nabla_y u^k) - \frac{r^2}{4}|u^k|^{-2q}.
\]
\[
= 1 - r|u^k|^{-q}((p^k_+)_x\nabla_x u^k + (p^k_+)_y\nabla_y u^k) - \frac{r^2}{4}|u^k|^{-2q}.\]
\[
\leq -\frac{r^2}{4}|u^k|^{-2q}|p^k_+|^2 + \left[1 - \frac{r}{2}|u^k|^{-q}((p^k_+)_x\nabla_x u^k + (p^k_+)_y\nabla_y u^k)^2
\]
\[
\geq -\frac{r^2}{4}|u^k|^{-2q}|p^k_+|^2 + \left[1 - \frac{r}{2}|u^k|^{-q}|p^k_+|^2\right] = 1 - r|u^k|^{-q}|p^k_+| \geq 0.
\]

In deriving the above inequalities, we have used the assumption that $0 \leq \text{condition (21)}$, and the Cauchy-Schwarz inequality.

Theorem 3.2. Suppose the same assumptions of Lemma 3.1 are satisfied. Then the following statements hold true:

1. The matrix $\tilde{H}^k_+(r)$ is positive definite.

2. We have the following estimate on the spectrum of $\tilde{H}^k_+(r)$:
   \[
   \lambda_{\min}(\tilde{H}^k_+(r)) \geq \lambda_{\min}(-\mu\Delta + K^\top\lambda K),
   \]
   \[
   \lambda_{\max}(\tilde{H}^k_+(r)) \leq \lambda_{\max}(-(\mu + 3\alpha\gamma^-2)\Delta + K^\top\lambda K).
   \]

3. We obtain from (14) a descent direction $\delta u^{k+1}$ satisfying
   \[
   \left\langle g^k, \delta u^{k+1} \right\rangle / \|g^k\| / \|\delta u^{k+1}\| \geq \frac{\lambda_{\min}(\tilde{H}^k_+(r))}{\lambda_{\max}(\tilde{H}^k_+(r))} \geq \bar{\epsilon}_d := \frac{\lambda_{\min}(-\mu\Delta + K^\top\lambda K)}{\lambda_{\max}(-(\mu + 3\alpha\gamma^-2)\Delta + K^\top\lambda K)}.
   \]

3.3 Superlinear convergence by adaptive regularization

Using the results in [40, 4], one readily finds that the $R$-regularized version of the generalized Newton method with fixed $\beta$, which results in the reweighting approach, is linearly convergent. This is also confirmed by our numerical test in Section 4, see Figure 5.

In this section, we propose a new adaptively $R$-regularized version of the generalized Newton method that attains superlinear local convergence. This requires an appropriate update strategy for $\beta > 0$. For this purpose, we propose a trust-region-type scheme; see, e.g., [35, 11] for comprehensive discussions of trust-region methods. Given a current iterate $u^k$, these methods typically model $f$ locally by a quadratic function $h^k : \mathbb{R}^d \rightarrow \mathbb{R}$ with
\[
h^k(d) := f(u^k) + \langle g^k, d \rangle + \frac{1}{2}d^\top H^k_+d. \tag{25}
\]
Here we let $H^k_+ := \tilde{H}^k_+ (2-q)$; see (23). Consider now the minimization of $h^k$ subject to the trust-region constraint, i.e.

$$
\begin{align*}
\text{minimize } h^k(d) & \quad \text{over } d \in \mathbb{R}^{[l]} \\
\text{subject to } \frac{1}{2} d^\top R^k_{+\varepsilon} d & \leq \frac{1}{2} (\sigma_k)^2.
\end{align*}
$$

(26)

(27)

Here $\sigma_k > 0$ represents the trust-region radius, and

$$
R^k_{+\varepsilon} := R^k_{+} + \varepsilon I,
$$

(28)

is defined with an arbitrarily fixed regularization parameter $0 < \varepsilon \ll 1$. The existence of a solution to (26)–(27) hinges on the interplay of $H^k_+$ and $R^k_{+\varepsilon}$.

**Lemma 3.3.** The matrix $H^k_+$ is positive definite on $\{d \in \mathbb{R}^{[l]} : d^\top R^k_{+\varepsilon} d \leq 0\}$.

**Proof.** Suppose $d \in \mathbb{R}^{[l]}$ satisfies $d \neq 0$ and $d^\top R^k_{+\varepsilon} d \leq -\varepsilon \|d\|^2 < 0$. Then we have

$$
\begin{align*}
\alpha (\nabla d) & \in H^k_+ d \\
\alpha (\nabla d) & \in \nabla d - (2-q)d^\top R^k_{+\varepsilon} d.
\end{align*}
$$

(29)

which proves the assertion.

**Theorem 3.4.** There exists a solution to the trust-region subproblem (26)–(27).

**Proof.** Note that the objective is at most quadratic and the feasible set is nonempty and closed. It suffices to show that $h^k(d^l) \to +\infty$ for any feasible sequence $(d^l)$ with $\|d^l\| \to +\infty$. We shall prove this by contradiction. Let such a sequence $(d^l)$ be given, and assume oppositely that $(h^k(d^l))$ is uniformly bounded from above. For each $l$, we write $d^l = s^l v^l$ such that $s^l \in \mathbb{R}$, $v^l \in \mathbb{R}^{[l]}$, and $\|v^l\| = 1$. By compactness, there exists a subsequence of $(v^l)$, say $(v'^l)$, such that $v'^l \to v^*$ for some $v^* \in \mathbb{R}^{[l]}$. The constraint (27) yields that $(v'^l)^\top R^k_{+\varepsilon} v'^l \leq (\sigma_k)^2 / (s'^l)^2$.

Letting $l' \to +\infty$, we get $(v^*)^\top R^k_{+\varepsilon} v^* \leq 0$. It follows from Lemma 3.3 that $(v^*)^\top H^k_+ v^* > 0$. Thus we must have $h^k(d^l) \to -\infty$ as $l' \to +\infty$, which contradicts our assumption.

Given the current iterate $u^k$, we aim to determine a search direction $d^k$ by approximately solving the trust-region subproblem. A classical argument in the convergence analysis of trust-region method requires that the search direction $d^k$ yields a reduction in the model function $h^k$ proportional to the decrease implied by the Cauchy point [11].

The Cauchy point is defined by $d^k_C := -t^k g^k$, where $t^k$ minimizes the one-dimensional problem

$$
t^k := \arg \min \{h^k(-t g^k) : t^2 (g^k)^\top R^k_{+\varepsilon} g^k \leq (\sigma_k)^2 \land t \geq 0\}.
$$

Let $t^k_* := \|g^k\|^2 / ((g^k)^\top H^k_+ g^k)$ be the critical point presumed it exists. The Cauchy point can be explicitly computed through the following three cases:

1. Suppose $(g^k)^\top H^k_+ g^k \leq 0$. By Lemma 3.3 we have $(g^k)^\top R^k_{+\varepsilon} g^k > 0$. The Cauchy point lies on the boundary of the trust region, i.e. $d^k_C = -\left(\sigma_k / \sqrt{(g^k)^\top R^k_{+\varepsilon} g^k}\right) g^k$, and

$$
h^k(0) - h^k(d^k) = \frac{\sigma_k \|g^k\|^2}{\sqrt{(g^k)^\top R^k_{+\varepsilon} g^k}} - \frac{(\sigma_k)^2 (g^k)^\top H^k_+ g^k}{2 (g^k)^\top R^k_{+\varepsilon} g^k} \geq \frac{\sigma_k \|g^k\|^2}{\sqrt{(g^k)^\top R^k_{+\varepsilon} g^k}}.
$$

(29)
2. Suppose $(g^k)\top H_+^k g^k > 0$ and $(t_k^*)^2(g^k)\top R_{+,*}^k g^k \leq (\sigma^k)^2$. Then we have $d_C^k = -t_k^* g^k = -\left(\|g^k\|^2 / ((g^k)\top H_+^k g^k)\right) g^k$, and

$$h^k(0) - h^k(d^k) = \frac{\|g^k\|^4}{2(g^k)\top H_+^k g^k} \geq \frac{\|g^k\|^2}{2\lambda_{\max}(H_+^k)}. \quad (30)$$

3. Suppose $(g^k)\top H_+^k g^k > 0$ and $(t_k^*)^2(g^k)\top R_{+,*}^k g^k \geq (\sigma^k)^2$. Then similar to the first case, we have $d_C^k = -\left(\|g^k\|^2 / \sqrt{(g^k)\top H_+^k g^k}\right)^\top H_+^k g^k$. In particular, $\sigma^k((g^k)\top H_+^k g^k) / (g^k)\top R_{+,*}^k g^k < \|g^k\|^2$. Therefore, we have

$$h^k(0) - h^k(d^k) = \frac{\sigma^k\|g^k\|^2}{\sqrt{(g^k)\top R_{+,*}^k g^k}} - \frac{(\sigma^k)^2(g^k)\top H_+^k g^k}{2(g^k)\top R_{+,*}^k g^k} \geq \frac{\sigma^k\|g^k\|^2}{2\sqrt{(g^k)\top R_{+,*}^k g^k}}. \quad (31)$$

The search direction $d^k$ is said to satisfy the Cauchy-point-based model reduction criterion if

$$h^k(0) - h^k(d^k) \geq C\|g^k\|^2 \eta^k, \quad (32)$$

for some constant $C > 0$, where

$$\eta^k := \begin{cases} \frac{\sigma^k}{\sqrt{(g^k)\top R_{+,*}^k g^k}}, & \text{if } (g^k)\top H_+^k g^k \leq 0, \\ \frac{1}{\lambda_{\max}(H_+^k)}, & \text{if } (g^k)\top R_{+,*}^k g^k \leq 0, \\ \min \left(\frac{\sigma^k}{\sqrt{(g^k)\top R_{+,*}^k g^k}}, \frac{1}{\lambda_{\max}(H_+^k)}\right), & \text{otherwise.} \end{cases} \quad (33)$$

Due to Lemma \[3.3\] $\eta^k$ is well-defined. It is easily seen that (29)–(31) satisfy the criterion (32) with $C = 1/2$.

Now we turn to the computation of an approximate solution to the trust-region subproblem (26)–(27). In the forthcoming Theorem 3.5, we shall characterize this solution $d^*_k$ by

$$(H_+^k + \beta_+^k R_{+,*}^k) \hat{d}^*_k = -g^k, \quad (34)$$

$$(d^*_k)\top R_{+,*}^k d^*_k - (\sigma^k)^2 \geq 0, \quad (35)$$

$$H_+^k + \beta_+^k R_{+,*}^k \geq 0, \quad (36)$$

for some $\beta_+^k \geq 0$. Its proof essentially adopts that of [35] Theorem 4.1] under our context.

**Theorem 3.5.** The trust-region subproblem (26)–(27) has a global solution $d^*_k$ if and only if $d^*_k$ is feasible and there exists a scalar $\beta_+^k \geq 0$ such that (34)–(36) are satisfied.

**Proof.** (if part) Suppose there exists $\beta_+^k \geq 0$ such that (34)–(36) hold. Then by Lemma 4.7 in [35], $d^*_k$ minimizes $\hat{h}^k : \mathbb{R}^{\{k\}} \rightarrow \mathbb{R}$, where

$$\hat{h}^k(d^k) = (g^k)\top d^k + \frac{1}{2}(d^k)\top (H_+^k + \beta_+^k R_{+,*}^k)d^k = h^k(d^k) + \frac{\beta_+^k}{2}(d^k)\top R_{+,*}^k d^k - f(u^k).$$
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If follows from \( \hat{h}^k(d^k) \geq \hat{h}^k(d^*_k) \) that

\[
\begin{align*}
\hat{h}^k(d^k) & \geq h^k(d^k) + \frac{\beta^k}{2} ((d^*_k)\top R^k_{+\varepsilon} d^*_k - (d^k)\top R^k_{+\varepsilon} d^k) \\
& = h^k(d^k) + \frac{\beta^k}{2} ((\sigma^k)^2 - (d^k)\top R^k_{+\varepsilon} d^k) \geq \hat{h}^k(d^*_k).
\end{align*}
\]

Since \( d^k \) is arbitrary but feasible, the assertion follows.

(only-if part) Suppose now that \( d^*_k \) is the global solution of the trust-region subproblem (26)–(27).

- Case 1: \((d^*_k)\top R^k_{+\varepsilon} d^*_k < (\sigma^k)^2\). The second-order necessary conditions of the unconstrained problem imply that

\[
\begin{align*}
\nabla h^k(d^*_k) &= H^k_{d^*_k} d^*_k + g^k = 0, \\
\nabla^2 h^k(d^*_k) &= H^k_{d^*_k} \succeq 0.
\end{align*}
\]

We get the desired conclusion with \( \beta^*_k = 0 \).

- Case 2: \((d^*_k)\top R^k_{+\varepsilon} d^*_k = (\sigma^k)^2\). In particular we have \( R^k_{+\varepsilon} d^*_k \neq 0 \), and therefore the linear independence constraint qualification (see, e.g., [35]) is fulfilled at \( d^*_k \). By the second-order necessary condition, there exists \( \beta^*_k \geq 0 \) such that

\[
\begin{align*}
H^k_{d^*_k} d^*_k + g^k + \beta^*_k R^k_{+\varepsilon} d^*_k &= 0, \\
(37)
\end{align*}
\]

and

\[
\begin{align*}
v\top (H^k_{d^*_k} + \beta^*_k R^k_{+\varepsilon}) v & \geq 0, \\
(38)
\end{align*}
\]

for any nonzero vector \( v \in \mathbb{R}^{|\Omega|} \) with \( v\top R^k_{+\varepsilon} d^*_k = 0 \).

It remains to show (38) for any nonzero vector \( v \) with \( v\top R^k_{+\varepsilon} d^*_k \neq 0 \). Let such a vector \( v \) be given. In particular we have \( R^k_{+\varepsilon} v \neq 0 \). Define

\[
d^k := d^*_k - \frac{2v\top R^k_{+\varepsilon} d^*_k}{v\top R^k_{+\varepsilon} v} v.
\]

Then it is easy to check that \((d^k)\top R^k_{+\varepsilon} d^k = (\sigma^k)^2\). Since \( h^k(d^k) \geq h^k(d^*_k) \), we have

\[
\begin{align*}
\hat{h}^k(d^k) & \geq h^k(d^*_k) + \frac{\beta^k}{2} ((d^*_k)\top R^k_{+\varepsilon} d^*_k - (d^k)\top R^k_{+\varepsilon} d^k) \\
& \geq h^k(d^*_k).
\end{align*}
\]

From this and (37), we infer

\[
\begin{align*}
\frac{1}{2}(d^k - d^*_k)\top (H^k_{d^*_k} + \beta^*_k R^k_{+\varepsilon})(d^k - d^*_k) \geq 0.
\end{align*}
\]

Thus in view of (39) we have shown (38) for any nonzero vector \( v \) with \( v\top R^k_{+\varepsilon} d^*_k \neq 0 \), which completes the proof.
Based on the above observation concerning $h^k$ and using a complementarity function; see, e.g., [22], we can equivalently formulate (34)–(36), with an arbitrarily fixed scalar $c > 0$, as follows:

$$(H^k_+ + \beta^k R^k_{+,\epsilon})d^k = -g^k,$$

$$\beta^k_* - \max \left( \beta^k_* + \frac{1}{2c}((d^k)^\top R^k_{+,\epsilon}d^k - (\sigma^k)^2), 0 \right) = 0,$$

$$H^k_+ + \beta^k_* R^k_{+,\epsilon} \succeq 0.$$

From this formulation, we propose an adaptively regularized Newton iteration which converges globally and locally at a superlinear rate.

**Algorithm 3.6** (Adaptively regularized Newton method).

Choose parameters: $1 - q \leq \beta_{\text{max}} \leq 2 - q$, $c > 0$, $0 < \rho_1 \leq \rho_2 < 1$, $0 < \kappa_1 < 1 < \kappa_2$, $0 < \epsilon \ll 1$, $0 < \epsilon_d \leq \epsilon_d$. Then iterate as follows:

0. Initialize the primal and dual variables $(u^0, p^0)$, the regularization scalar $\beta^0 > 0$, and the trust-region radius $\epsilon^0 > 0$. Set $k := 0$.

1. Generate $H^k_+\beta^k R^k_{+,\epsilon}$, and $g^k$.

2. Solve $(H^k_+ + \beta^k R^k_{+,\epsilon})d^k = -g^k$ for $d^k$.

3. If $-(\epsilon^k)^\top d^k/\|g^k\| \|d^k\| < \epsilon_d$, then set $\beta^k := \beta_{\text{max}}$ and return to Step 2.

4. If $\beta^k = \beta_{\text{max}}$ and $(d^k)^\top R^k_{+,\epsilon}d^k > (\sigma^k)^2$, then set $\sigma^k := (d^k)^\top R^k_{+,\epsilon}d^k$ and go to Step 8.

5. Update $\beta^k := \beta^k + ((d^k)^\top R^k_{+,\epsilon}d^k - (\sigma^k)^2)/(2c)$.

6. Projection onto the feasible interval: $\beta^k := \max(\min(\beta^k, \beta_{\text{max}}), 0)$.

7. If the stopping criterion (for the inner loop) is not fulfilled, then return to Step 2.

8. Evaluate the ratio $\rho^k := [f(u^k) - f(u^k + d^k)]/[f(u^k) - (f(u^k) + (g^k)^\top d^k + (d^k)^\top H^k_+d^k/2)]$.

9. If $\rho^k < \rho_1$, then set $\sigma^{k+1} := \kappa_1 \sigma^k$; else if $\rho^k > \rho_2$, then set $\sigma^{k+1} := \kappa_2 \sigma^k$; else $\sigma^{k+1} := \sigma^k$.

10. Set $\delta u^{k+1} := d^k$, and compute $\delta p^{k+1}$ according to (17).

11. Perform a Wolfe-Powell line search along the direction $d^k$ to determine the step size $a^k$. Update $u^{k+1} := u^k + a^k \delta u^{k+1}$ and $p^{k+1} := p^k + a^k \delta p^{k+1}$.

12. If the stopping criterion (for the outer loop) is not fulfilled, then set $\beta^{k+1} := \beta^k$, $k := k+1$, and return to Step 1.

We observe that the above algorithm combines a trust-region technique for adjusting the weight $\beta$ in the R-regularization (Steps 2–7) with a line search method for updating the iterate along the direction obtained from the approximately weighted R-regularized problem (Step 11). We emphasize, however, that the classical trust-region approach might be used instead of the line search procedure for globalizing Newton’s method. In Algorithm 3.6, the global convergence is guaranteed by the Wolfe-Powell line search while the trust-region-type framework is utilized to guarantee that $d^k$ is a descent direction for $f$ at $u^k$ and to retain the locally superlinear rate.
convergence of Newton’s method. Based on our numerical experience we prefer the Wolfe-Powell line search over other, possibly simpler, rules as it appears to better resolve the line search problem for our nonconvex objective.

Note that our objective $f$ is bounded from below and continuously differentiable. Moreover, its gradient $\nabla f(\cdot)$ is Lipschitz continuous on an open set containing the level set $\{u \in \mathbb{R}^{|k|} : f(u) \leq f(u^0)\}$. Thus Zoutendijk’s theorem (see, e.g., [35]) can be applied in order to derive global convergence of Algorithm 3.6.

**Theorem 3.7 (Global Convergence)**. Let $u^{k+1} = u^k + a^kd^k$ such that the Wolfe-Powell conditions are satisfied, i.e.

$$f(u^{k+1}) \leq f(u^k) + \tau_1 a^k \nabla f(u^k)^\top d^k,$$

$$\nabla f(u^{k+1})^\top d^k \geq \tau_2 \nabla f(u^k)^\top d^k,$$

with $0 < \tau_1 < 1/2$ and $\tau_1 < \tau_2 < 1$. Then we have $\lim_{k \to +\infty} \|\nabla f(u^k)\| = 0$.

**Proof.** By Theorem 3.2 in [35], we have $\sum_{k=0}^{+\infty} \cos^2 \theta_k \|d^k\|^2 < +\infty$, where

$$\cos \theta_k := -\frac{(g^k)^\top d^k}{\|g^k\| \|d^k\|}.$$

Since $\cos \theta_k \geq \epsilon_d$ holds true for every $k$ due to Step 3 of Algorithm 3.6 and Theorem 3.2 we conclude that $\lim_{k \to +\infty} \|\nabla f(u^k)\| = 0$. □

Next we study the locally superlinear convergence of Algorithm 3.6; see Theorem 3.10 below. For this purpose, we need to understand the approximation properties of $(H^k_+)$ with respect to $(\nabla^2_B f(u^k))$, and the definiteness properties of $(R^k_{+\cdot \cdot})$. This is the subject of the following auxiliary result.

**Lemma 3.8.** Assume that the primal-dual sequence $(u^k, \bar{p}^k)$ converges to some $(u^*, \bar{p}^*)$ satisfying the Euler-Lagrange system (8). Then the following statements hold true:

1. The modified system matrix $H^k_+$ approaches asymptotically the B-Hessian $\nabla^2_B f(u^k)$, i.e.

$$\lim_{k \to +\infty} \|H^k_+ - \nabla^2_B f(u^k)\| = 0.$$

2. For all sufficiently large $k$, the matrix $R^k_{+\cdot \cdot}$ is strictly positive definite and its minimal eigenvalue satisfies $\lambda_{\min}(R^k_{+\cdot \cdot}) > \epsilon/2$.

**Proof.** (Proof of 1.) Let $C^k := \bar{C}^k(2 - q)$ in (19) and $C^k_+ := \bar{C}^k_c(2 - q)$ in (22). For $k \to +\infty$ we have $(u^k, \bar{p}^k) \to (u^*, \bar{p}^*)$ with the latter satisfying the Euler-Lagrange equation (8). Further, for all $(i,j) \in \Omega$ we have

$$|\bar{p}^k_+ - \bar{p}^k| \leq |\bar{p}^k| \frac{(m^k)^{q-1}}{\max((m^k)^{q-1}, |\bar{p}^k|)} - 1 \to |\bar{p}^*| \frac{\max((|\nabla u^*|, \gamma)^{q-1}}{\max((|\nabla u^*|, \gamma)^{q-1}, |\bar{p}^*|)} - 1 = 0$$

as $k \to \infty$. Moreover, $C^k$ will converge to a symmetric matrix, and therefore $C^k_+ = (C^k + (C^k)^\top)/2$ approaches asymptotically $C^k_+$, i.e. $\lim_{k \to +\infty} \|C^k_+ - C^k\| = 0$. Thus, due to the structures of $H^k$ and $H^k_+$, we have $\lim_{k \to +\infty} \|H^k_+ - H^k\| = 0$.  
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Finally, as \((u^k, p^k) \to (u^*, p^*)\), it is easy to see that both \(H^k\) and \(\nabla^2_B f(u^k)\) converge to \(\nabla^2_B f(u^*)\), which yields \(\lim_{k \to +\infty} \|H^k - \nabla^2_B f(u^k)\| = 0\). Thus we conclude that \(\lim_{k \to +\infty} \|H^k - \nabla^2_B f(u^k)\| = 0\) as desired.

(Proof of 2.) Our proof again utilizes the reordered system as in Lemma 3.1. In view of the definition of \(R^k_{+},\) see (28), and the structure of \(R^k_{+}\), see (24), it suffices to show that for all \((i, j) \in \Omega\), the minimal eigenvalue of the 2-by-2 block

\[
\chi_{A^k}(m^k)^{-2} \left[ \begin{array}{cc} \frac{1}{2}((p^k_x)_x \nabla x u^k) & \frac{1}{2}((p^k_y)_x \nabla y u^k + (p^k_y)_y \nabla x u^k) \\ (p^k_y)_y \nabla y u^k & (p^k_y)_y \nabla y u^k \end{array} \right] \tag{43}
\]

goes to zero as \(k \to +\infty\). The characteristic equation of the 2-by-2 block (43) without the factor \(\chi_{A^k}\) is given by

\[
t^2 - (m^k)^{-2} ((p^k_x)_x \nabla x u^k + (p^k_y)_y \nabla y u^k)t \\
+ (m^k)^{-4} \left((p^k_x)_x \nabla x u^k(p^k_y)_y \nabla y u^k - \frac{1}{4}((p^k_y)_y \nabla x u^k + (p^k_y)_y \nabla x u^k)^2\right) = 0.
\]

Note that due to (42) we have \(\lim_{k \to +\infty} \tilde{p}^k_+ = \tilde{p}^*\) such that \((u^*, p^*)\) satisfies (6). Therefore, as \(k \to +\infty\), we have

\[
(m^k)^{-4} \left((p^k_x)_x \nabla x u^k(p^k_y)_y \nabla y u^k - \frac{1}{4}((p^k_x)_x \nabla x u^k + (p^k_y)_y \nabla x u^k)^2\right) \\
= - \frac{(m^k)^{-4}}{4} \left[(p^k_y)_y \nabla y u^k)^2 + (p^k_y)_y \nabla x u^k)^2 \right] \\
= \frac{(m^k)^{-4}}{4} \left[p^k_x^2 \nabla x u^k)^2 - (p^k_y)_y \nabla x u^k)^2 \right] \to 0, \tag{44}
\]

and

\[
(m^k)^{-2} ((p^k_x)_x \nabla x u^k + (p^k_y)_y \nabla y u^k) \to \max(|\nabla u^*|, \gamma)^{-\frac{n}{2}}|\nabla u^*|^2 > 0. \tag{45}
\]

From (44) and (45), we conclude that the minimal eigenvalue of the 2-by-2 block (43) without the factor \(\chi_{A^k}\) goes to zero as \(k \to +\infty\). Since \((\chi_{A^k})\) is uniformly bounded, the minimal eigenvalue of (43) goes to zero as \((u^k, p^k) \to (u^*, p^*)\), which completes the proof.

The inner loop, i.e. Steps 2–7 in Algorithm 3.6, is studied next.

**Lemma 3.9.** Assume that \(H^k_{++}\) and \(R^k_{+}+\) are both positive definite, and

\[
0 < \|g^k\| < \sqrt{\frac{c(\lambda_{\min}(H^k_{++}))^3}{(\lambda_{\max}(R^k_{+}+))}}.
\]

Then the sequence \((\beta^k, d^k_{+})\in\mathbb{N}\) generated by Steps 2–7 of Algorithm 3.6 converges to some \((\beta^*_+, d^*_+\) satisfying the optimality characterization of the trust-region subproblem; see (34)–(36).

**Proof.** By our assumption, the definiteness condition (36) is automatically satisfied. In the case where Step 4 of Algorithm 3.6 is active, the inner iterations terminate with a modified \(\sigma^k\) such that the conditions (34)–(35) are satisfied. Hence, in what follows we assume that Step 4 is inactive all along the sequence \((\beta^k, d^k_{+})\in\mathbb{N}\).

We define the function \(\phi: [0, \beta_{\max}] \to \mathbb{R}\) by

\[
\phi(\beta) = \beta + \frac{(H^k_{+} + \beta R^k_{+}, e)^{-1} g^k)^T R^k_{+}, e(H^k_{+} + \beta R^k_{+}, e)^{-1} g^k - (\sigma^k)^2}{2c}.
\]
Then by eliminating \(d^k\) by \(d^k = -(H^k_+ + \beta^k R^k_{+,+})^{-1}g^k\) in step 5 of Algorithm 3.6, we have the update rule (steps 5-6)

\[
\beta_{k+1}^k = \max \left( \min \left( \phi(\beta^k_l), \beta_{\text{max}} \right), 0 \right).
\]

Note that \(\phi\) is continuously differentiable, and its derivative is given by

\[
\phi'(\beta) = 1 - \frac{1}{c}(g^k)^\top (H^k_+ + \beta^k R^k_{+,+})^{-1}(R^k_{+,+}(H^k_+ + \beta^k R^k_{+,+})^{-1})^2 g^k.
\]

It follows from our assumptions that

\[
|\frac{1}{c}(g^k)^\top (H^k_+ + \beta^k R^k_{+,+})^{-1}(R^k_{+,+}(H^k_+ + \beta^k R^k_{+,+})^{-1})^2 g^k| \leq \frac{(\lambda_{\text{max}}(R^k_{+,+}))^2 ||g^k||^2}{c(\lambda_{\text{min}}(H^k_+ + \beta^k R^k_{+,+}))^3} < 1.
\]

By the above inequality and the mean value theorem, there exists a constant \(C \in (0,1)\) such that for any \(\beta_1, \beta_2 \in [0, \beta_{\text{max}}]\),

\[
|\phi(\beta_1) - \phi(\beta_2)| \leq |\beta_1 - \beta_2| \sup_{\beta \in [0, \beta_{\text{max}}]} |\phi'(\beta)| \leq C|\beta_1 - \beta_2|,
\]

i.e. \(\phi\) is a contractive mapping. As a consequence, the mapping \(\beta \mapsto \max (\min (\phi(\beta), \beta_{\text{max}}), 0)\) is also contractive. Thus by the Banach fixed-point theorem (see, e.g., [12, Theorem 1.A]), we have \(\beta^k \rightarrow \beta^*\) as \(l \rightarrow +\infty\) for some \(\beta^* \in [0, \beta_{\text{max}}]\). Accordingly, \(d^k \rightarrow d^* = -(H^k_+ + \beta^* R^k_{+,+})^{-1}g^k\) as \(l \rightarrow +\infty\). This completes the proof.

Now we are in the position to prove our local convergence result.

**Theorem 3.10 (Local Convergence).** Let \((d^k)\) be generated by Algorithm 3.6, and let the sequence \((u^k)\) converge to some \(u^*\) satisfying \(\nabla f(u^*) = 0\). Assume that all elements in \(\partial^2 f(u^*)\) are strictly positive definite. Then Algorithm 3.6 is locally superlinearly convergent, i.e. for sufficiently large \(k\) we have

\[
||u^{k+1} - u^*|| = o(||u^k - u^*||) \quad \text{for} \quad k \rightarrow \infty.
\]

**Proof.** Throughout the proof we argue only for sufficiently large \(k\). From our assumption that all elements of \(\partial^2 f(u^*)\) are strictly positive definite, it follows that all elements in \(\partial^2 f(u^*)\), including \(\nabla^2_B f(u^*)\), are strictly positive definite with uniformly bounded (in norm) inverses; see [29, 19, 26]. Furthermore, due to Lemma 3.8 we have that \(H^k_+\) is also strictly positive definite.

Since \(R^k_{+,+} > 0\) according to Lemma 3.8, we have

\[
-(d^k)^\top g^k = (d^k)^\top H^k_+ d^k + \beta^k (d^k)^\top R^k_{+,+} d^k \geq \lambda_{\text{min}}(H^k_+) ||d^k||^2 \geq 0.
\]

Letting \(k \rightarrow +\infty\), we have \(||d^k|| \rightarrow 0\) since \(||g^k|| \rightarrow 0\) by Theorem 3.7.

Next, we show that \(\lim_{k \rightarrow +\infty} \beta^k = 0\). From the semismoothness property (7) and Lemma 3.8 we have that as \(k \rightarrow +\infty\),

\[
|f(u^k) - f(u^k + d^k) - (h^k(0) - h^k(d^k))| = \left| f(u^k + d^k) - f(u^k) - (g^k)^\top d^k - \frac{1}{2}(d^k)^\top H^k_+ d^k \right|
\]

\[
\leq \left| f(u^k + d^k) - f(u^k) - (g^k)^\top d^k - \frac{1}{2}(d^k)^\top \nabla^2_B f(u^k) d^k \right| + \left| \frac{1}{2}(d^k)^\top (\nabla^2_B f(u^k) - H^k_+) d^k \right|
\]

\[
= o(||d^k||^2).
\]
For sufficiently large $k$, all assumptions in Lemma 3.9 hold true. Therefore, we have that

$$(d^k)^\top R_{+}\ell_k d^k \leq \nu^2(\sigma^k)^2,$$

for some constant $\nu > 0$, and that $d^k$ satisfies the Cauchy-point-based model reduction criterion (32). In fact, only the last case in (33) may occur. So as $k \to +\infty$, we have

$$h^k(0) - h^k(d^k) \geq C\|g^k\|^2 \min \left( \frac{\sigma^k}{\sqrt{(g^k)^\top R_{+}\ell_k g^k}}, \frac{1}{\lambda_{\max}(H_+^k)} \right) \geq C\|g^k\| \min \left( \frac{\sqrt{\lambda_{\min}(R_{+}\ell_k)}}{\sqrt{\lambda_{\max}(R_{+}\ell_k)}}, \frac{\lambda_{\min}(H_+^k)}{\lambda_{\max}(H_+^k)} \right) \geq C\lambda_{\min}(H_+^k) \min \left( \frac{\sqrt{\lambda_{\min}(R_{+}\ell_k)}}{\sqrt{\lambda_{\max}(R_{+}\ell_k)}}, \frac{\lambda_{\min}(H_+^k)}{\lambda_{\max}(H_+^k)} \right) \|d^k\|^2.$$

Combining (47) and (48), we have that as $k \to +\infty$

$$|\beta^k - 1| = \frac{|(f(u^k) - f(u^k + d^k)) - (h^k(0) - h^k(d^k))|}{|h^k(0) - h^k(d^k)|} \leq o(1) \to 0.$$

Thus the sequence $(\sigma^k)$ is uniformly bounded away from 0. Consequently, $\lim_{k \to +\infty} \beta^k = 0$, and the Dennis-Moré condition (27) is satisfied, i.e. as $k \to +\infty$,

$$\frac{\|H_+^k + \beta^k R_{+}\ell_k d^k - \nabla^2_B f(u^k)d^k\|}{\|d^k\|} \leq \|H_+^k - \nabla^2_B f(u^k)\| + \beta^k \lambda_{\max}(R_{+}\ell_k) \to 0,$$

as the sequence $(\lambda_{\max}(R_{+}\ell_k))$ is uniformly bounded.

It follows from the semismoothness property (7) that

$$f(u^k + d^k) - f(u^k) - \tau_1 \nabla f(u^k)^\top d^k = (1 - \tau_1)\nabla f(u^k)^\top d^k + \frac{1}{2}(d^k)^\top \nabla^2_B f(u^k)d^k + o(\|d^k\|^2)$$

$$= (d^k)^\top [(1 - \tau_1)(H_+^k + \beta^k R_{+}\ell_k) + \frac{1}{2}\nabla^2_B f(u^k)]d^k + o(\|d^k\|^2)$$

$$= (\tau_1 - \frac{1}{2})(d^k)^\top \nabla^2_B f(u^k)d^k + o(\|d^k\|^2) \leq 0,$$

and

$$\nabla f(u^k + d^k)^\top d^k - \tau_2 \nabla f(u^k)^\top d^k = (d^k)^\top \nabla^2_B f(u^k)d^k + (1 - \tau_2)\nabla f(u^k)^\top d^k + o(\|d^k\|^2)$$

$$= (d^k)^\top [(\tau_2 - 1)(H_+^k + \beta^k R_{+}\ell_k) + \nabla^2_B f(u^k)]d^k + o(\|d^k\|^2) = \tau_2(d^k)^\top \nabla^2_B f(u^k)d^k + o(\|d^k\|^2) \geq 0,$$

for sufficiently large $k$ since $\|d^k\| \to 0$ as $k \to +\infty$. Hence the Wolfe-Powell conditions (40)–(41) are satisfied for $\alpha^k = 1$, i.e. $u^{k+1} = u^k + d^k$, for all sufficiently large $k$.

Let $d_N := -\nabla^2_B f(u^k)^{-1}g^k$. Note that

$$\|d^k - d_N\| = \|\nabla^2_B f(u^k)^{-1}(\nabla^2_B f(u^k)d^k + g^k)\|$$

$$= \|\nabla^2_B f(u^k)^{-1}(\nabla^2_B f(u^k) - (H_+^k + \beta^k R_{+}\ell_k))d^k\| \leq \|\nabla^2_B f(u^k)^{-1}o(\|d^k\|)\| = o(\|d^k\|),$$
since \( \| \nabla_B^2 f(u^k)^{-1} \| \) is uniformly bounded as \( u^k \to u^* \) for \( k \to +\infty \). As a consequence, we have
\[
\| u^{k+1} - u^* \| = \| u^k + d^k - u^* \| \le \| u^k + d^k_N - u^* \| + \| d^k - d^k_N \| = o(\| u^k - u^* \|).
\]
We have used that \( \| u^k + d^k_N - u^* \| = o(\| u^k - u^* \|) \) (see, e.g., [26, Theorem 8.5]), and that \( \| d^k \| = O(\| u^k - u^* \|) \). From this we conclude that Algorithm 3.6 is locally superlinearly convergent.

The assumption of Theorem 3.10 relates to second-order sufficient optimality conditions for smooth problems. Although such assumptions typically occur in the optimization literature (also in the context of nonsmooth problems), they are difficult to check in an algorithm.

4 Numerics

In this section we present numerical results obtained by our primal-dual Newton method. Throughout this section, \( \Omega \) denotes the \( m \)-by-\( n \) pixel-domain, i.e. \( \Omega = \{(i,j) \in \mathbb{Z}^2 : 1 \le i \le m, 1 \le j \le n \} \). We discretize the gradient operator by
\[
(\nabla u)_{ij} = \left( \frac{u_{i+1,j} - u_{i,j}}{\omega} \frac{u_{i,j+1} - u_{i,j}}{\omega} \right)
\]
with \( \omega := \sqrt{1/|\Omega|} \), assuming a square domain. We set \( u_{ij} = 0 \) whenever \( (i,j) \notin \Omega \). Unless otherwise specified, the following parameters are used in our experiments:
\[
q = 0.75, \quad \lambda = \chi_\Omega, \quad \mu = 0, \quad \gamma = 0.1, \quad \beta_{\text{max}} = 1.2 - q, \quad c = 1, \quad \varepsilon = 10^{-4}\alpha, \\
\rho_1 = 0.25, \quad \rho_2 = 0.75, \quad \kappa_1 = 0.25, \quad \kappa_2 = 2, \quad \tau_1 = 0.1, \quad \tau_2 = 0.9, \quad \epsilon_d = 10^{-8}.
\]
(49)

The trust-region subproblem (26)–(27) is solved only approximately. In fact, from our numerical experience it appears that only one (inner) iteration on \( \beta^k \) is most efficient in practice, i.e. Step 7 of Algorithm 3.6 is dismissed. The (outer) Newton iteration is terminated once the residual norm \( \| \nabla f(u^k) \| \), see formula (5), has been reduced by a factor of \( 10^{-7} \). All experiments are performed under MATLAB R2009b on a 2.66 GHz Intel Core Laptop with 4 GB RAM.

4.1 Test on “Two Circles” image

The 64-by-64 image “Two Circles” in [34] is used as our first test example, see Figure 1(a), in the context of a denoising problem, i.e. \( K = I \). This image is corrupted by white Gaussian noise of zero mean and 0.1 standard deviation as shown in Figure 1(b). We choose the regularization parameter \( \alpha = 2 \times 10^{-3} \) in the experiments.

Dependence on initial guess. Three different choices of initial guesses are considered, namely the observed data, the zero vector, and a randomly chosen initial guess. The corresponding restored images are displayed in Figure 2 and the corresponding statistics are given in Table 1. We observe that the convergence behavior is rather insensitive with respect to the choice of the initial guess, in terms of both convergence speed and restoration quality. Due to the nonconvex nature of the problem, our iterative algorithm is expected to terminate at a local minimizer.

In our experiments, the qualities of the obtained local minimizers are almost equally good with respect to objective value and PSNR (peak signal noise ratio). In the sequel, we shall choose the observed data as our initial guess if not otherwise specified.

Dependence on Huber parameter \( \gamma \). In the discrete variational model (4), the nondifferentiable TV\( ^q \)-penalty term is locally smoothed by the Huber function \( \varphi_\gamma \) with Huber parameter \( \gamma \). In Table 2 we show the results of numerical tests for four different choices of \( \gamma \). It is observed
that the convergence behavior of our algorithm is insensitive with respect to the choice of $\gamma$, once $\gamma$ is sufficiently small. Clearly, with respect to $\gamma$ there is a tradeoff between the convergence speed and the restoration quality. As $\gamma$ goes to zero, one obtains higher restoration quality but at the same time the computational cost increases. From our experience, $\gamma = 0.1$ is practically a reasonable choice in general.

<table>
<thead>
<tr>
<th>Huber parameter $\gamma$</th>
<th>1e1</th>
<th>1e0</th>
<th>1e-1</th>
<th>1e-2</th>
</tr>
</thead>
<tbody>
<tr>
<td># Newton iter.</td>
<td>5</td>
<td>30</td>
<td>38</td>
<td>45</td>
</tr>
<tr>
<td>PSNR</td>
<td>25.5992</td>
<td>30.4193</td>
<td>31.0231</td>
<td>31.0321</td>
</tr>
</tbody>
</table>

Table 2: Dependence on Huber parameter $\gamma$.

Infeasible Newton iteration. We note that in contrast to the primal-dual algorithm (for $q = 1$) in, e.g., [3], our algorithm allows violations of the feasibility condition (21) during the Newton iterations. Yet towards the convergence of the algorithm we expect the feasibility condition (21) to hold true for $(u^k, \bar{p}^k)$, as established in the proof in Lemma 3.8. This is illustrated
in Figure 3. In plot (a) the number of infeasible pixels \((i,j) \in \Omega\), where \(|(\nabla u^k)_{ij}| > \gamma\) and \(|(p^k)_{ij}|(\nabla u^k)_{ij}|^{1-q} \geq 1 + \epsilon_p\), is plotted for each Newton iteration. Here \(\epsilon_p = 10^{-6}\) is introduced to compensate roundoff errors. In plot (b), the residual norm \(|\nabla f(u^k)|\) is shown for each Newton iteration. It is observed that the number of infeasible pixels decreases to zero as the algorithm converges.

![Infeasible Newton iteration](image)

**Globalization by Wolfe-Powell line search.** In Algorithm 3.6 after the search direction \(d^k\) is computed, the Wolfe-Powell line search is performed, where we aim to find an approximation of the solution to the one-dimensional problem \(f_k^* := \min_{a_k > 0} f(u^k + a_k d^k)\). Here we utilize an implementation according to [35, Algorithm 3.5–3.6]. Essentially, we begin with an initial step size \(a^k\) equal to 1. If either this step size is acceptable or the interval \([0, 1]\) contains an acceptable step size (which we refer to as Case 1), we directly proceed to the zoom procedure [35], which successively reduces the size of the interval until an acceptable step size is found. Otherwise (which we refer to as Case 2), we keep increasing \(a^k\) until we find either an acceptable step size or a solution interval that contains the acceptable step size. Once the solution interval is found, we proceed to the zoom procedure as in Case 1. In Table 3 and Figure 4, we provide an example of the Wolfe-Powell line search for each of the two cases: zoom only (see the upper part of Table 3), and first increase \(a^k\) and then zoom (see the lower part of Table 3). We remark that backtracking-only line search rules, e.g. the backtracking Armijo rule (see, e.g., [35]), do not perform well in our context. A backtracking-only line search rule would terminate with \(a^k = 1\) in the example for Case 2, which poorly resolves the line search problem and therefore causes more (outer) Newton iterations.

<table>
<thead>
<tr>
<th>Case 1: zoom only</th>
<th>(d^k)</th>
<th>1</th>
<th>0.04</th>
<th>0.084</th>
<th>0.122</th>
<th>0.156</th>
<th>0.188</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f(u^k + d^k) - f_k^*)</td>
<td>5.26e-3</td>
<td>9.57e-5</td>
<td>6.97e-5</td>
<td>4.13e-5</td>
<td>1.14e-5</td>
<td>4.06e-7</td>
<td></td>
</tr>
</tbody>
</table>

| Case 2: increase \(a^k\) and then zoom | \(d^k\) | 1 | 2 | 4 | 2.217 | 2.393 | 2.539 | 2.662 |
| --- | --- | --- | --- | --- | --- | --- | --- |
| \(f(u^k + d^k) - f_k^*\) | 3.27e-4 | 1.62e-4 | 1.01e-3 | 1.1e-4 | 6.05e-5 | 1.7e-5 | 5.89e-7 |

**Table 3: Wolfe-Powell line search history.**

**Comparison with constantly regularized Newton method.** In Section 3.1 we have seen the equivalence between the reweighted Euler-Lagrange approach and the constantly (\(R\)-)regularized
Newton method. Now we compare the constantly regularized Newton method and the adaptively regularized one proposed in this paper. For the constantly regularized Newton method we fix $\beta^k := \beta_{\text{max}} = 1.2 - q$ (or equivalently $r := 0.8$). The history of the residual norm $\|\nabla f(u^k)\|$ is plotted in Figure 5 for both methods. It is observed that the constantly regularized Newton method is only linearly convergent as expected; see [4]. In contrast, our adaptively regularized Newton method attains a locally rapid superlinear convergence, indicated by a fast decrease in residual norm towards the end of iterations.

4.2 Test on “Shepp-Logan Phantom”

Our second testing image is the “Shepp-Logan Phantom” contaminated by white Gaussian noise of zero mean and 0.05 standard deviation.

Dependence on image resolution. Our algorithm is implemented to restore the “Shepp-Logan Phantom” images of different resolutions, namely 64-by-64, 128-by-128, and 256-by-256. The regularization parameter $\alpha = 4 \times 10^{-4}$ is fixed in all three restorations. The algorithm terminates after 60, 57, and 58 Newton iterations for restoring images of resolutions 64-by-64,
4.3 Test on simultaneously blurred and noisy images

Now we apply our algorithm for simultaneously blurring and denoising the text image “TV\textsuperscript{q}-model” (see Figure 8) and the image “Cameraman” (see Figure 9). For both images, the blurring
Figure 7: Restoration via TV$^q$-models. In each group, the left figure is the restored image $\hat{u}_q$, and the right figure is the rescaled zoom-in of the restored image on the dash-boxed region of Figure 6(a).

kernel is chosen to be a two-dimensional truncated Gaussian kernel, i.e.

$$(Ku)_{ij} = \sum_{|i'| \leq 3, |j'| \leq 3} \exp\left(-\frac{|i'|^2 + |j'|^2}{2|\sigma_K|}\right) u_{i-i',i-j'}.$$  

with $\sigma_K = 1.5$. After blurring, white Gaussian noise of zero mean and 0.05 standard deviation is added. The restored images are shown in the corresponding figures. It is visually observed that the nonconvex TV$^q$-model promotes piecewise constant images in the restoration results. This is expected because $q \to 0$ results in the problem of minimizing the support of the image intensity.

Figure 8: “TV$^q$-model” text image: restoration with $\alpha = 5 \times 10^{-4}, \mu = 10^{-4}\alpha$.

4.4 Test on tomographic data

Our algorithm can be applied to restoring images from possibly noisy tomographic data. In Figure 10, the 64-by-64 Shepp-Logan Phantom (plot (a)) is used as test example. The tomographic data, or the sinogram, of size 95-by-37 is obtained from applying the 2D Radon transform [28].
along the angles 0, 5, 10, ..., 180 degrees. Then white Gaussian noise of zero mean and 0.1 standard deviation is added to the sinogram. The resulting observed data is shown in plot (b). Note that the matrix $K$ is the discrete Radon transform of size 3515-by-4096. We choose $a^0 = 0$ as our initial guess. The Newton algorithm is implemented with $\alpha = 8 \times 10^{-3}$ and $\mu = 10^{-4} \alpha$. The restored image is displayed in (c). We compare this result with the restoration obtained by the frequently used filtered backprojection [28], which is shown in (d). We find that the restoration in (c) is almost perfect, whereas the one in (d) contains considerable artifacts.

Figure 9: “Cameraman” image: restoration with $\alpha = 2 \times 10^{-4}$, $\mu = 10^{-4} \alpha$.

Figure 10: Restoration from Radon transformed data.
5 TV$q$-models in function space: a partial result and a warning example

Often one aims at studying the variational problem in its original function space setting. In our context, the infinite dimensional version associated with (1) reads

$$\inf_{u \in H^1_0(\Omega)} f(u) = \int_{\Omega} F(x, u, \nabla u) dx = \int_{\Omega} \left( \frac{\mu}{2} |\nabla u|^2 + \frac{\alpha}{q} |\nabla u|^q + \frac{\lambda}{2} |Ku - z|^2 \right) dx,$$

(50)

where $\alpha > 0$, $0 < q < 1$, $0 < \mu \ll \alpha$, $\lambda \in L^\infty(\Omega)$ such that $\lambda(x) > 0$ a.e. on $\Omega$ and $\int_{\Omega} \lambda(x) dx = \text{Area}(\Omega)$, and $K \in L(L^2(\Omega))$, i.e. it is a linear and continuous operator from $L^2(\Omega)$ to $L^2(\Omega)$, such that $K\chi_{\Omega} \neq 0$.

Obviously, $f$ is coercive, i.e. $f(u) \to \infty$ as $\|u\|_{H^1_0(\Omega)} \to \infty$. Note that the integrand $F(x, u, \xi)$ is nonconvex in $\xi$. It is known [1, Theorem 2.1.3] that $f$ is weakly lower semicontinuous on $H^1_0(\Omega)$ if and only if $F$ is convex in $\xi$. As a consequence, $\bar{f} : H^1_0(\Omega) \to \mathbb{R}$ in (50) is not weakly lower semicontinuous, a usual prerequisite for proving existence of minimizers. Hence, the direct methods of the calculus of variations cannot be applied.

![Figure 11: The function $s \mapsto \frac{\mu}{2} |s|^2 + \frac{\alpha}{q} |s|^q$ (in solid line), and its envelope (in dashed line).](image)

Nevertheless, there exists a minimizer for a relaxed version of the problem [50]. For this purpose, we construct a relaxed functional by taking the bipolar [18] of $F(x, u, \xi)$ with respect to $\xi$, i.e.

$$\bar{F}(x, u, \xi) := F^{**}(x, u, \xi) = \begin{cases} (\alpha s^{q-1} + \mu s_\ast)|\xi| + \frac{\lambda}{2} |Ku - z|^2, & \text{if } |\xi| < s_\ast, \\ F(x, u, \xi), & \text{if } |\xi| \geq s_\ast, \end{cases}$$

where the convexity threshold $s_\ast$ is given by

$$s_\ast(q, \mu, \alpha) := \left( \frac{\alpha(1/q - 1)}{\mu/2} \right)^{1/(2-q)}.$$

We define $\bar{f}(u) := \int_{\Omega} F(x, u, \nabla u) dx$. It turns out that $\bar{f}$ represents the weakly lower semicontinuous envelope of $f(u)$ under the weak $H^1_0(\Omega)$-topology [30, pp. 34], i.e.

$$\bar{f}(u) = \sup \{ \bar{f}(u) : f(u) \leq f(u) \forall u \in H^1_0(\Omega) \},$$

$\bar{f}$ is weakly lower semicontinuous on $H^1_0(\Omega)$.

Concerning the existence of minimizers in $H^1_0(\Omega)$ for $\bar{f}$ and their relations to $f$, we provide the following two theorems, which can be found in [1], see Theorem 2.1.5 and Theorem 2.1.6 in this reference.
Theorem 5.1 (Characterization). The relaxed functional $\tilde{f}$ is characterized by the following properties:

1. For every sequence $(u^k)$ that weakly converges to $u$ in $H^1_0(\Omega)$, we have $\tilde{f}(u) \leq \liminf f(u^k)$.
2. For every $u \in H^1_0(\Omega)$, there exists a sequence $(u^k)$ that weakly converges to $u$ in $H^1_0(\Omega)$ and $\tilde{f}(u) \geq \limsup f(u^k)$.

Theorem 5.2 (Main properties). Suppose $f : H^1_0(\Omega) \to \mathbb{R}$ is coercive. Then the following properties hold:

1. $\tilde{f}$ is coercive and weakly lower semicontinuous on $H^1_0(\Omega)$.
2. $\tilde{f}$ has a minimizer in $H^1_0(\Omega)$.
3. $\min_{u \in H^1_0(\Omega)} \tilde{f}(u) = \inf_{u \in H^1_0(\Omega)} f(u)$.
4. Every accumulation point of an infimizing sequence for $f$ is a minimizer for $\tilde{f}$ under the weak $H^1_0(\Omega)$-topology.
5. Every minimizer for $\tilde{f}$ is the limit of an infimizing sequence for $f$ under the weak $H^1_0(\Omega)$-topology.

In a nutshell, we associate the original nonconvex problem, for which no minimizer may exist, with a relaxed problem, which admits the existence of a minimizer. However, the minimizer of the relaxed problem may be far from optimal for the original problem with respect to the objective value. This is illustrated by the following example; see [1, pp. 36] for a related example. Note that this example shares the nonconvexity in the $\xi$-variable with our TV$^q$-model, but otherwise has a different structure in the term involving the derivative.

Example 5.3. Let $F(x, u, \xi) := u^2 + (|\xi| - 1)^2$. The Bolza problem is

$$\inf \{ f(u) := \int_0^1 ((|u'| - 1)^2 + u^2) \, dx : u \in H^1_0(0, 1) \}.$$ 

The integrand $F(x, u, \xi)$ is nonconvex in $\xi$. We claim that $\inf f = 0$. Indeed, consider the sequence $(u^k)$ defined by

$$u^k(x) = \begin{cases} x - \frac{l}{k} & \text{if } x \in (\frac{l}{k}, \frac{2l+1}{2k}] \\ -x + \frac{l+1}{k} & \text{if } x \in (\frac{2l+1}{2k}, \frac{l+1}{k}) \end{cases} \quad \text{for } l = 0, 1, 2, ..., n - 1.$$

Then $u^k \in W^{1, \infty}_0(0, 1)$ such that $0 \leq u^k(x) \leq \frac{1}{2k}, \forall x \in (0, 1)$, and $|(u^k)'(x)| = 1$ a.e. in $(0, 1)$. Therefore, we have $0 \leq \inf_u f(u) \leq f(u^k) \leq \frac{1}{2k^2}$. Thus the claim is verified. However, there exists no function $u \in H^1_0(0, 1)$ such that $f(u) = 0$. Hence there exists no solution to the Bolza problem.

Nevertheless, the Bolza problem can be relaxed, using the weakly lower semicontinuous envelope of $f$, as follows:

$$\min \{ f(u) := \int_0^1 ((\max(|u'| - 1, 0))^2 + u^2) \, dx : u \in H^1_0(0, 1) \}.$$ 

The relaxed problem admits a unique solution $u^* = 0$. Obviously the set $\{ x \in (0, 1) : |(u^*)'(x)| < 1 \}$ is of positive Lebesgue measure; otherwise $u^*$ would be a minimizer for $\inf_u f(u)$. Finally, we notice that $f(u^*) = 1$. This indicates that $u^*$ is far from optimal for the original problem.
6 Conclusion

Nonconvex regularization still represents a significant analytical as well as numerical challenge, but appears to yield results superior to the ones obtained by $\ell_1$-regularization. The latter is typically chosen as the “closest” convex relaxation of $\ell_0$-norm problems. On the numerical side of this work, the proposed semismooth Newton based solver combines a trust-region technique for automatic stabilization whenever required due to the involved nonconvexity. In this context and from our point of view, the result contained in Lemma 3.3 offers an interesting extension of the available trust-region literature and is a consequence of the structural specifics of the variational model under consideration. Nevertheless it appears to carry the potential for being extended to more general problem classes. The global as well as locally superlinear convergence of our overall algorithm is obtained without further conditions on the problem and its solutions with respect to null space properties of the involved operators (aside from the minimal requirement for guaranteeing existence of a solution) or specific sparsity properties of the solution. Our numerical tests support our theoretical findings and show the effectiveness of our algorithm also in cases where $K$ represents the Radon transform, which typically occurs in computerized tomography (CT).

In contrast to the classical convex total variation regularization according to Rudin, Osher and Fatemi [37], the function space analysis of the TV$^q$-model is troubled by the nonconvexity. This fact prevents existence of solutions in function space, in general. It is also demonstrated that the usual way of computing envelops of the objective under consideration and then analyzing the enveloped problem guarantees existence, but the solution to the enveloped problem may be far away from optimal for the original problem.
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