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Abstract

We consider a dynamical system in \( \mathbb{R} \) driven by a vector field \(-U'\), where \( U \) is a multi-well potential satisfying some regularity conditions. We perturb this dynamical system by a Lévy noise of small intensity and such that the heaviest tail of its Lévy measure is regularly varying. We show that the perturbed dynamical system exhibits metastable behaviour i.e. on a proper time scale it reminds of a Markov jump process taking values in the local minima of the potential \( U \). Due to the heavy-tail nature of the random perturbation, the results differ strongly from the well studied purely Gaussian case.
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1 Introduction

This paper addresses the rigorous mathematical description of the phenomenon of metastability in systems with big jumps. The picture we shall study may be outlined as follows. Let us consider a one-dimensional deterministic dynamical system driven by a vector field $-U'(\cdot)$, where $U(\cdot)$ is a multi-well potential with some smoothness conditions and a certain increase rate at infinity. According to the initial conditions the deterministic trajectories of the dynamical system converge to the local minima of the potential $U$ or stay in its local maxima. Obviously, no transition between different domains of attraction is possible.

The situation becomes different if the dynamical system is perturbed by (small) random noise whose presence allows transitions between the potential wells. However depending on the system’s initial conditions and noise’s properties, certain potential wells may be reached only on appropriately long time scales or stay unvisited. The phenomenon of metastability means, roughly speaking, that for different time scales and initial conditions the system may reach different local statistical equilibria.

The system’s behaviour is determined by the type of random perturbation. Unquestionably, dynamical systems subject to small Gaussian perturbations have been studied most extensively. The main reference on this subject is the book [FW98] where the large deviations theory for the perturbed trajectories is established. The large deviations estimates allow to solve the first exit problem from the domain of attraction of a stable point. It turns out that the mean exit time is exponentially large in the small noise parameter, and its logarithmic rate is proportional to the height of the potential barrier the trajectories have to overcome. Thus for a multi-well dynamical system we obtain a series of exponentially non-equivalent time scales given by the wells’ mean exit times. Moreover, one can prove that the normalised exit times are exponentially distributed (see [Wil82, Day83, BEGK04]), and thus have a memoryless property which is referred to in physical literature as unpredictability.

In the simplest situation when the potential $U$ has only two wells of different depths, one can observe two statistically different regimes. First, if the time horizon is shorter than the exit time from the shallow well, the system cannot leave the well where it has started, and therefore stays in the neighbourhood of the well’s local minimum. Second, if the time horizon is longer than the exit time from the shallow well, the system has enough time to reach the deepest well from any starting point, and stays in the vicinity of the global minimum. In [KN85] the following metastability result is established. Namely, there is a time scale on which the dynamical system converges to a Markov two-state process with one absorbing state corresponding to the deep well. It is easy to notice that this particular time scale is given by the mean exit time from the shallow well. More general results for multidimensional diffusions can be found in [Mat95] and [GOV87].

There is a very close connection between metastability of a small noise system and spectral properties of its infinitesimal operator. It can be shown that exponentially small eigenvalues of the infinitesimal generator are expressed in terms of mean life times in the domains of attraction, and the corresponding eigenfunctions are close to constants on these domains [KM96]. On the other hand, the generator’s eigenvalues can be calculated with the help of variational principles [BM92, BGK05].

However, recently non-Gaussian perturbations with big jumps attract more attention. Instant transitions between remote states are referred to as extreme events and are observed in dynamics of asset prices, climate and telecommunication systems etc. In the physical literature, non-Gaussian symmetric stable Lévy processes are used especially often, under the name of Lévy flights. The mathematical study of the gradient dynamical systems subject to small perturbation by a heavy-tail Lévy process was tackled in [IP06] (for symmetric stable processes), where results on the first exit time form the potential well with non-characteristic boundary were established by purely probabilistic methods. It was shown that the exit time increases as a power of the small noise parameter and does not depend on the depth of the potential well but rather on the distance between the local minimum and the domain’s boundary.

In the present paper which can be seen as a sequel of [IP06] we deal with more general multi-well potential and arbitrary Lévy processes with regularly varying tails. The presence of big jumps makes the Lévy driven dynamics quite different from the purely Gaussian one. Indeed, the life times in the potential wells belong now to the same time scale which leads to a quite different process in the limit of small parameter.
2 Object of study and main result

Let $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ be a filtered probability space. We assume that the filtration satisfies the usual hypotheses in the sense of [Pro04], i.e. $\mathcal{F}_0$ contains all the $\mathbb{P}$-null sets of $\mathcal{F}$, and is right continuous.

We consider solutions $X^\varepsilon = (X^\varepsilon_t)_{t \geq 0}$ of the one-dimensional stochastic differential equation

$$X^\varepsilon_t(x) = x - \int_0^t U'(X^\varepsilon_{s-}(x)) \, ds + \varepsilon L_t, \quad x \in \mathbb{R},$$

(2.1)

where $L$ is a Lévy process and $U$ is a potential function satisfying the following assumptions.

Assumptions on $L$:

L1 $L$ has a generating triplet $(d, \nu, \mu)$ with a Gaussian variance $d \geq 0$, an arbitrary drift $\mu \in \mathbb{R}$ and a Lévy measure $\nu$ satisfying the usual condition $\int_{\mathbb{R}\setminus\{0\}} \max\{y^2, 1\} \nu(dy) < \infty$. For $u \geq 1$ denote the tails of the Lévy measure $\nu$

$$H_-(u) = \int_{(-\infty, -u]} \nu(dy), \quad H_+(u) = \int_{(u, \infty)} \nu(dy),$$

(2.2)

and $H(u) = H_-(u) + H_+(u)$.

L2 Assume, $H_+ (\cdot)$ is regularly varying at infinity, i.e.

$$H_+(u) = u^{-r} l(u), \quad u \to +\infty,$$

(2.3)

for some $r > 0$ and a slowly varying function $l$ (for regular variation see Appendix B).

L3 Assume that there exists a finite limit

$$\lim_{u \to +\infty} \frac{H_-(u)}{H_+(u)} = \kappa \in (0, +\infty).$$

(2.4)

or

$$\limsup_{u \to +\infty} \frac{H_-(u)}{H_+(u)} = \kappa = 0.$$

(2.5)

Assumptions on $U$:

U1 $U \in C^1(\mathbb{R}) \cap C^3([-K, K])$ for some $K > 0$ large enough.

U2 $U$ has exactly $n$ local minima $m_i$, $1 \leq i \leq n$, and $n - 1$ local maxima $s_i$, $1 \leq i \leq n - 1$, enumerated in increasing order

$$-\infty = s_0 < m_1 < s_1 < m_2 < \ldots < s_{n-1} < m_n < s_n = +\infty.$$  

(2.6)

All extrema of $U$ are non-degenerate, i.e. $U''(m_i) > 0$, $1 \leq i \leq n$, and $U''(s_i) < 0$, $1 \leq i \leq n - 1$.

U3 $|U'(x)| > c_1|x|^{1+c_2}$ as $x \to \pm \infty$ for some $c_1$, $c_2 > 0$.

The class of Lévy processes $L$ under consideration covers for example compound Poisson processes with heavy-tail jumps or stable Lévy processes with Lévy measure

$$\nu(dy) = (c_1 \mathbb{1}_{\{y < 0\}} + c_2 \mathbb{1}_{\{y > 0\}}) \frac{dy}{|y|^{1+\alpha}}, \quad \alpha \in (0, 2), \quad c_1 \geq 0, c_2 > 0.$$  

(2.7)

We consider $X^\varepsilon$ for small values of $\varepsilon$, $\varepsilon \downarrow 0$.

Since the Lévy process $L$ is a semimartingale, the stochastic differential equation (2.1) is well defined, see also [Pro04] for the general theory. However, since the drift term $U'$ is not globally Lipschitz we need to show the existence and uniqueness of the strong solution of (2.1) which is done in Appendix A.
Under assumptions on $U$, the underlying deterministic ($\varepsilon = 0$) equation

$$X^0_t(x) = x - \int_0^t U'(X^0_s(x)) \, ds$$

has a unique solution for any initial value $x \in \mathbb{R}$ and all $t \geq 0$. The local minima of $U$ are stable attractors for the dynamical system $X^0$, i.e. if $x \in (s_{i-1}, s_i)$, $1 \leq i \leq n$, then $X^0_t(x) \to m_i$ as $t \to \infty$. It is clear that the deterministic solution $X^0$ does not leave the domain of attraction where it started.

Our goal is to describe the phenomenon of metastability which roughly speaking consists in the existence of a time scale for which the system reminds of a jump process taking values in the set stable attractors. We prove the following main Theorem.

**Theorem 1** Let $X^\varepsilon(x) = (X^\varepsilon_t(x))_{t \geq 0}$ be a solution of (2.1). If $x \in (s_{i-1}, s_i)$, for some $i = 1, \ldots, n$, then

$$X^\varepsilon_t(H(1/\varepsilon)) \to Y_i(m_i), \quad \varepsilon \downarrow 0,$$

in the sense of finite-dimensional distributions, where $Y = (Y_t)_{t \geq 0}$ is a Markov process on a state space $\{m_1, \ldots, m_n\}$ with the infinitesimal generator $Q = (q_{ij})_{i,j=1}^n$,

$$q_{ij} = \frac{\kappa \mathbb{1}\{j < i\} + \mathbb{1}\{j > i\}}{1 + \kappa} |s_{j-1} - m_i|^{-r} - |s_j - m_i|^{-r}, \quad i \neq j,$$

$$-q_{ii} = q_i = \sum_{j \neq i} q_{ij} = \frac{\kappa}{1 + \kappa} |s_{i-1} - m_i|^{-r} + \frac{1}{1 + \kappa} |s_i - m_i|^{-r}. \quad (2.10)$$

Let us consider a particular example of equation (2.1), namely a symmetric $\alpha$-stable process $L$ (Lévy flights) in a double-well potential. Let $U$ satisfy Assumptions formulated above and let for definiteness $s_1 = 0$. The process $L$ has a generating triplet $(0, \nu, 0)$ with a Lévy measure $\nu(dy) = |y|^{-1-\alpha}, y \neq 0, \alpha \in (0, 2)$. Such dynamics is often considered in physical literature. P. Ditlvensen in [Dit99b, Dit99a] studied such a system in his attempt to explain abrupt catastrophic climate changes during the last Ice Age. Further in [CGKM05], the authors addressed the calculation of the mean transition time between the wells if $\alpha \in [1, 2)$. (Their conclusions based on numerical simulations of the process $X^\varepsilon$ are not fully consistent with our results, and thus should be improved.) One-well dynamics of such processes was firstly studied in [IP06].

Due to Theorem 1, the main features of the process $X^\varepsilon$ in the small noise limit are retained by a Markov jump process, and on the time scale $\alpha \varepsilon^{-\alpha}$ we obtain the following convergence in the sense of finite dimensional distributions:

$$X^\varepsilon_{\alpha t/\varepsilon^{\alpha}}(x) \to Y_t, \quad t > 0, \quad \varepsilon \downarrow 0,$$

where $Y$ is a Markov process on the state space $\{m_1, m_2\}$ with the following matrix as infinitesimal generator

$$Q = \begin{pmatrix} -m_1^{-\alpha} & m_1^{-\alpha} \\ -m_2^{-\alpha} & -m_2^{-\alpha} \end{pmatrix} \quad \text{and} \quad Y_0 = \begin{cases} m_1, & \text{if } x < 0, \\ m_2, & \text{if } x > 0. \end{cases} \quad (2.12)$$

To compare the result obtained with its Gaussian counterpart we refer to [KN85], where this problem was first studied.

Let us consider a Gaussian diffusion $\hat{X}^\varepsilon$ which solves the equation

$$\hat{X}^\varepsilon_t(x) = x - \int_0^t U' (\hat{X}^\varepsilon_s(x)) \, ds + \varepsilon W_t,$$

where $W$ is a standard Brownian motion. Since it is well known that in the Gaussian case the height of the potential barriers plays a crucial role, we assume that the left well is deeper, i.e. $U(0) - U(m_1) > U(0) - U(m_2)$. This leads to the following meta-stable behaviour of $X^\varepsilon$ ([KN85, Theorem 2.1]). These exists a time scale $\lambda^\varepsilon$ such that

$$\lim_{\varepsilon \to 0} \varepsilon^2 \ln \lambda^\varepsilon = 2(U(0) - U(m_2)) \quad (2.14)$$

and

$$\hat{X}^\varepsilon_{\lambda^\varepsilon \varepsilon^{\alpha}}(x) \to \hat{Y}_t, \quad \varepsilon \downarrow 0,$$

(2.15)
in the sense of finite dimensional distributions, where \( \hat{Y} \) is a Markov process on \( \{m_1, m_2\} \) with the infinitesimal matrix
\[
\begin{pmatrix}
0 & 0 \\
1 & -1
\end{pmatrix}
\] and \( \hat{Y}_0 = \begin{cases} m_1, & \text{if } x < 0, \\ m_2, & \text{if } x > 0. \end{cases} \)  \hspace{1cm} (2.16)

As we see, the main difference between Lévy and Gaussian dynamics consists not only in different intrinsic time scales — polynomial vs. exponential, — but also in a qualitatively different limiting behaviour. In the heavy-tail case, the states of the limiting process are recurrent, whereas in the Gaussian case, the minimum of the deepest well is absorbing.

In general case, we can summarise the differences as follows. First, we see that the characteristic time scale is algebraic in \( \varepsilon \). Second, the properties of the limiting process \( Y \) depend on sizes of the potential wells and not on their depths. Further, if \( \kappa > 0 \), the all states of \( Y \) are recurrent. The process \( Y \) has a unique absorbing state \( m_n \) (the local minimum of the right peripheral well) if and only if \( \kappa = 0 \), i.e. when the positive tail of \( L \) dominates.

This material is organised as follows. In Section 3 we decompose the Lévy process \( L \) into a small jump part and a compound Poisson part and study the small-jump dynamics of the process \( X^\varepsilon \). Section 4 is devoted to the asymptotics of the first exit time from a single well. Section 5 provides the asymptotic exponentiality of the transition times between the wells. Theorem 1 is proved in Section 6. Appendices A and B contain the proof of the existence of the strong solution of (2.1) and basic information on regularly varying functions.
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3 One-well dynamics of the small jump component

3.1 Exponential estimate for the small-jump component

For \( \rho > 0 \) and \( 0 < \varepsilon \leq 1 \) consider the decomposition \( L = \xi^\varepsilon + \eta^\varepsilon \), where the Lévy processes \( \xi^\varepsilon \) and \( \eta^\varepsilon \) have generating triplets \( (d, \nu^\varepsilon, \mu) \) and \( (0, \nu^\varepsilon_0, 0) \) respectively with
\[
\nu^\varepsilon(\cdot) = \nu \left( \cdot \cap \left[ -\frac{1}{\varepsilon^\rho}, \frac{1}{\varepsilon^\rho} \right] \setminus \{0\} \right), \quad \nu^\varepsilon_0(\cdot) = \nu \left( \cdot \cap \mathbb{R} \right) \setminus \left[ -\frac{1}{\varepsilon^\rho}, \frac{1}{\varepsilon^\rho} \right]. \hspace{1cm} (3.1)
\]

The absolute value of jumps of the process \( \varepsilon \xi^\varepsilon \) does not exceed \( \varepsilon^{1-\rho} \).

Thus the process \( \xi^\varepsilon \) has a Lévy measure with compact support, and the Lévy measure \( \nu^\varepsilon(\cdot) \) of \( \eta^\varepsilon \) is finite. Denote
\[
\beta_\varepsilon = \nu^\varepsilon_0(\mathbb{R}) = \int_{\mathbb{R} \setminus [-1,1]} \nu(dy) = H \left( \frac{1}{\varepsilon^\rho} \right), \hspace{1cm} (3.2)
\]

Then, \( \eta^\varepsilon \) is a compound Poisson process with intensity \( \beta_\varepsilon \), and jumps distributed according to the law \( \beta_\varepsilon^{-1} \nu^\varepsilon_0(\cdot) \).

Denote \( \tau^\varepsilon_k, k \geq 0 \), the jump times of \( \eta^\varepsilon \) with \( \tau^\varepsilon_0 = 0 \). Let \( T^\varepsilon_k = \tau^\varepsilon_k - \tau^\varepsilon_{k-1} \) denote successive inter-jump periods, and \( W^\varepsilon_k = \eta^\varepsilon_{\tau^\varepsilon_k} - \eta^\varepsilon_{\tau^\varepsilon_{k-1}} \) the jump heights of \( \eta^\varepsilon \). Then, the three processes \( (T^\varepsilon_k)_{k \geq 1}, (W^\varepsilon_k)_{k \geq 1}, \) and \( (\xi^\varepsilon)_{t \geq 0} \) are independent. Moreover,
\[
P(T^\varepsilon_k \geq u) = \int_u^\infty \beta_\varepsilon e^{-\beta_\varepsilon s} ds = e^{-\beta_\varepsilon u}, \quad u \geq 0, \quad \text{and} \quad \mathbb{E}T^\varepsilon_k = \frac{1}{\beta_\varepsilon}, \hspace{1cm} (3.3)
\]
\[
P(W^\varepsilon_k < w) = \frac{\nu^\varepsilon_k(-\infty, w]}{\nu^\varepsilon_0(\mathbb{R})} = \frac{1}{\beta_\varepsilon} \int_{(-\infty, w]} 1 \{y > \varepsilon^{-\rho}\} \nu(dy), \quad w \in \mathbb{R}. \hspace{1cm} (3.4)
\]
Between the arrival times of \( \eta^\varepsilon \) the process \( X^\varepsilon \) is driven by \( \varepsilon \xi^\varepsilon \). The next Lemma shows that on long time intervals \( \varepsilon \xi^\varepsilon \) does not essentially deviate from zero. Hence the dynamics of the process \( X^\varepsilon \) on the intervals between arrival times of the process \( \eta^\varepsilon \) can be seen as a small random perturbation of the underlying deterministic trajectory.
Lemma 3.1 For any $\rho \in (0,1)$, any $\gamma \in (0,1-\rho)$ and $\theta \in (0,1-\rho-\gamma)$ there is $p_0 > 0$ and $\varepsilon_0 > 0$ such that the inequality
\[ P\left( \sup_{t \in [0,1/\varepsilon^\rho]} |\varepsilon \xi_t^\varepsilon | \geq \varepsilon^\gamma \right) \leq \exp \left( -1/\varepsilon^\theta \right) \] (3.5)
holds for all $0 < \varepsilon \leq \varepsilon_0$ and $0 < \rho < p_0$.

**Proof:** Let $\rho$, $\gamma$ and $\theta$ be as in the statement of Lemma. Since
\[ P\left( \sup_{t \in [0,1/\varepsilon^\rho]} |\varepsilon \xi_t^\varepsilon | \geq \varepsilon^\gamma \right) \leq P\left( \sup_{t \in [0,1/\varepsilon^\rho]} (\varepsilon \xi_t^\varepsilon - E(\varepsilon \xi_t^\varepsilon)) \geq \varepsilon^\gamma - E(\varepsilon \xi_t^\varepsilon) \right) + P\left( \inf_{t \in [0,1/\varepsilon^\rho]} (\varepsilon \xi_t^\varepsilon) \leq -\varepsilon^\gamma \right), \] (3.6)
we have to estimate two summands. Let us consider the first.

The Lévy measure of $\varepsilon \xi^\varepsilon$ has compact support, hence the process $\varepsilon \xi_t^\varepsilon$ has exponential moments. Moreover, $\varepsilon \xi_t^\varepsilon - E(\varepsilon \xi_t^\varepsilon)$ is a zero-mean martingale, so that
\[ E(\varepsilon \xi_t^\varepsilon) = \varepsilon u t + \varepsilon t \int_{-1/\varepsilon^\rho}^1 y \nu(dy) + \varepsilon t \int_{1/\varepsilon^\rho}^1 y \nu(dy), \] (3.7)
\[ |E(\varepsilon \xi_t^\varepsilon)| \leq \varepsilon \left[ t + \int_{|y| \geq 1} \nu(dy) \right] = \varepsilon t m. \]

Then Kolmogorov’s inequality for exponential functions of martingales yields
\[ P\left( \sup_{t \in [0,1/\varepsilon^\rho]} (\varepsilon \xi_t^\varepsilon) \geq \varepsilon^\gamma \right) \leq P\left( \sup_{t \in [0,1/\varepsilon^\rho]} (\varepsilon \xi_t^\varepsilon - E(\varepsilon \xi_t^\varepsilon)) \geq E(\varepsilon \xi_t^\varepsilon) - \varepsilon^\gamma - \varepsilon^{1-\theta} m \right) \]
\[ \leq \varepsilon^{-u(\varepsilon^\gamma - \varepsilon^{1-\theta} m)} \sup_{t \in [0,1/\varepsilon^\rho]} \left[ E e^{u(\varepsilon \xi_t^\varepsilon - E(\varepsilon \xi_t^\varepsilon))} \right] \]
\[ \leq \varepsilon^{-u(\varepsilon^\gamma - 2\varepsilon^{1-\theta} m)} \sup_{t \in [0,1/\varepsilon^\rho]} E e^{u \varepsilon \xi_t^\varepsilon}. \] (3.8)
where the latter exponent can be derived from the Lévy–Hinchin representation,
\[ E \exp \left( u \varepsilon \xi_t^\varepsilon \right) = \exp \left\{ \frac{dt}{2} \frac{\varepsilon^2 u^2}{2} + \mu t \varepsilon u + t \int_{0 < |y| \leq 1/\varepsilon^\rho} (e^{u |y|} - 1 - u |y|) \nu(dy) \right\}. \] (3.9)

Denote
\[ \varphi(u, \varepsilon, t) = \ln E \exp \left( u \varepsilon \xi_t^\varepsilon \right) + 2u \varepsilon \varepsilon^{1-\theta} - \varepsilon^\gamma u \] (3.10)
and let $u = u(\varepsilon) = 1/\varepsilon^c$ for $c = (1-\rho+\gamma)/2$. We show that $sup_{t \in [0,1/\varepsilon^\rho]} \varphi(u(\varepsilon), \varepsilon, t) \rightarrow -\infty$ as a power of $\varepsilon$. Indeed, since $0 < c < 1 - \rho$, a straightforward calculation yields
\[ \sup_{t \in [0,1/\varepsilon^\rho]} \varphi(u(\varepsilon), \varepsilon, t) \leq \frac{d^2 \theta^2 - 2c}{2} + \frac{1}{\varepsilon^\rho} \int_{|y| \leq 1} (\varepsilon^{1-c} y - 1 - \varepsilon^{1-c} y) \nu(dy) \]
\[ + \frac{1}{\varepsilon^\rho} \int_{1/\varepsilon^\rho}^{1/\varepsilon^\rho} (\varepsilon^{1-c} y - 1) \nu(dy) + \frac{1}{\varepsilon^\rho} \int_{-1/\varepsilon^\rho}^{1/\varepsilon^\rho} (\varepsilon^{1-c} y - 1) \nu(dy) + 2m \varepsilon^{1-\theta - c} - \varepsilon^{1-c} \]
\[ \leq \varepsilon^{2-\theta - 2c} \left( \frac{d}{2} + \int_{|y| \leq 1} y^2 \nu(dy) \right) + 2 \varepsilon^{1-c - \rho - \theta} \int_{1/\varepsilon^\rho}^\infty \nu(dy) + (2m + |\mu|) \varepsilon^{1-\theta - c} - \varepsilon^{1-c}. \] (3.11)

Then since $2 - \theta - 2c, 1 - c - \theta - \theta, 1 - \theta - c \geq \gamma - c$ we can take $p_0 = (c - \gamma)/2$ to obtain
\[ \sup_{t \in [0,1/\varepsilon^\rho]} \varphi(u(\varepsilon), \varepsilon, t) \leq - \frac{1}{\varepsilon^h}, \quad \varepsilon \downarrow 0, \] (3.12)
for all $0 < p \leq p_0$.

The inequality for inf is proved analogously. □
3.2 Dynamics on compact interval, $a > -\infty$

Our goal is to study the one-well dynamics of the small-jump process $x^\varepsilon$ and its unperturbed counterpart $x^0$,

\[
x^\varepsilon_t(x) = x - \int_0^t U'(x^\varepsilon_s(x)) \, ds + \varepsilon \xi^\varepsilon_t, \\
x^0_t(x) = x - \int_0^t U'(x^0_s(x)) \, ds, \quad t \geq 0.
\] (3.13)

For definiteness we assume that the well’s minimum is located at the origin and thus the corresponding domain of attraction for $x^0$ is $(a, b)$, $-\infty < a < 0 < b < +\infty$, if the well is inner, and $(-\infty, b)$ if it is peripheral. In the first case we also assume that $a$ and $b$ are non-degenerate local maxima of $U$. In the second case, $b$ is a non-degenerate local maximum and $U'(x)$ increases to infinity faster than linearly as $x \to -\infty$. Denote the critical point curvatures as $U''(0) = M_0 > 0$, $U''(b) = M_b > 0$ and $U''(a) = M_a < 0$ (when defined).

For $\gamma > 0$ and $t \geq 0$ we introduce an event

\[ \mathcal{E}_t = \{ \omega : \sup_{s \in [0, t]} |\varepsilon \xi^\varepsilon_s| \leq \varepsilon^{4\gamma} \}. \] (3.14)

We prove the following estimates.

**Proposition 3.1** For any $\gamma > 0$, any $c > 0$ there is $\varepsilon_0 > 0$ such that for $0 < \varepsilon \leq \varepsilon_0$ the inequality

\[ \sup_{s \in [0, t]} |x^\varepsilon_s(x) - x^0_s(x)| \leq c \varepsilon^2 \] (3.15)

holds a.s. on the event $\mathcal{E}_t$ uniformly for $t \geq 0$ and $x \in [a + \varepsilon^\gamma, b - \varepsilon^\gamma]$.

Consider the representation of the process $x^\varepsilon$ in powers of $\varepsilon$

\[ x^\varepsilon_t(x) = x^0_t(x) + \varepsilon Z^\varepsilon_t(x) + R^\varepsilon_t(x), \quad t \geq 0, \] (3.16)

where $Z^\varepsilon$ is the first approximation of $x^\varepsilon$ satisfying the stochastic differential equation

\[ Z^\varepsilon_t(x) = -\int_0^t U''(x^0_s(x)) Z^\varepsilon_s(x) \, ds + \xi^\varepsilon_t \] (3.17)

and the remainder $R^\varepsilon(x)$ is the absolutely continuous function starting at 0 and satisfying the integral equation

\[ R^\varepsilon_t(x) = \int_0^t \left[ -U'(x^0_s(x)) + \varepsilon Z^\varepsilon_s(x) + R^\varepsilon_s(x) + U'(x^0_s(x)) + U''(x^0_s(x)) \varepsilon Z^\varepsilon_s(x) \right] \, ds. \] (3.18)

We shall prove two Lemmas about the small noise dynamics of these processes.

**Lemma 3.2** There is a universal constant $C_Z > 0$ such that for any $\gamma > 0$ there is $\varepsilon_0 > 0$ such that for $0 < \varepsilon \leq \varepsilon_0$ the inequality

\[ \sup_{s \in [0, t]} |\varepsilon Z^\varepsilon_s(x)| \leq C_Z \varepsilon^{3\gamma} \] (3.19)

holds a.s. on the event $\mathcal{E}_t$ uniformly for $t \geq 0$ and $x \in [a + \varepsilon^\gamma, b - \varepsilon^\gamma]$.

**Lemma 3.3** There is a universal constant $C_R > 0$ such that for any $\gamma > 0$ there is $\varepsilon_0 > 0$ such that for $0 < \varepsilon \leq \varepsilon_0$ the inequality

\[ \sup_{s \in [0, t]} |R^\varepsilon_s(x)| \leq C_R \varepsilon^{3\gamma} \] (3.20)

holds a.s. on the event $\mathcal{E}_t$ uniformly for $t \geq 0$ and $x \in [a + \varepsilon^\gamma, b - \varepsilon^\gamma]$.
The Proof of Proposition 3.1 follows easily from the previous Lemmas.

The proof of Lemmas 3.2 and 3.3 is performed in the sequel. We consider in detail only the neighbourhood of the critical point $a$. The behaviour of $x^\varepsilon$ in the neighbourhood of $b$ is obviously similar. The following geometric properties of the potential $U$ will be extensively used:

1. The deterministic trajectories $x^0_t(x), x \in [a + \varepsilon\gamma, b - \varepsilon\gamma]$ converge to 0 as $t \to \infty$ due to the property $xU'(x) > 0$ for $x \neq a, b, 0$.
2. The curvature of the potential at $x = a, b$ is negative. In a small neighbourhood of $a$ we have $U(x) = U(a) - M_a \frac{(x-a)^2}{2} + o((x-a)^2)$. Consequently $x^0$ behaves there like $a + e^{M_xt}$, and the dynamics of $x^\varepsilon$ reminds of the dynamics of an inverted process of Ornstein-Uhlenbeck type.
3. The curvature of the potential at $x = 0$ is positive. In small neighbourhoods of 0 we have $U(x) = U(0) + M_o \frac{x^2}{2} + o(x^2)$. Consequently $x^0$ decays there like $e^{-M_xt}$, and the dynamics of $x^\varepsilon$ reminds of the dynamics of a process of Ornstein-Uhlenbeck type.

From now on, let $\gamma > 0$ be fixed. Using assumptions on $U$, for technical reasons we fix some small $\delta$, $0 < \delta < \min\{|a|, |b|\}$, and consider $\delta$-neighbourhoods of the critical points $a$, 0 and $b$ with the following properties:

- there are some $0 < m^0_1 \leq M_a \leq m^0_2, m^0_1 \leq \frac{3}{2}$, such that if $a \leq x \leq a + \delta$ then $m^1_1(x - a) \leq -U'(x) \leq m^1_2(x - a)$;
- $-U'(\cdot)$ is monotone increasing in $x \in [a, a + \delta]$.
- Similar estimates hold in $\delta$-neighbourhood of $b$.
- There are some $0 < m^0_1 < m^0_2$ such that the inequality $m^0_1 < \inf_{|x|<\delta} U''(x) \leq \sup_{|x|<\delta} U''(x) < m^0_2$ holds.

For $\varepsilon$ such that $0 < \varepsilon\gamma < \delta$ and for $x \in [a + \varepsilon\gamma, b - \varepsilon\gamma]$, denote

$$t_\varepsilon(x) = \begin{cases} 
\text{the first time } x^0_t(x) \text{ reaches the level } a + \delta \text{ if } x \in [a + \varepsilon\gamma, a + \delta], \\
\text{the first time } x^0_t(x) \text{ reaches the level } b - \delta \text{ if } x \in [b - \delta, b - \varepsilon\gamma], \\
0, \text{ if } x \in [a + \delta, b - \delta], \\
\int_{s_\varepsilon}^{x} \frac{dy}{U'(y)}, \text{ if } x \in [a + \varepsilon\gamma, a + \delta], \\
\int_{b-\delta}^{x} \frac{dy}{U'(y)}, \text{ if } x \in [b - \delta, b - \varepsilon\gamma], \\
0, \text{ if } x \in [a + \delta, b - \delta]. 
\end{cases} \quad (3.21)$$

Also define the time period

$$\hat{T} = \max\{\int_{a+\delta}^{-\delta} \frac{dy}{U'(y)}, \int_{\delta}^{b-\delta} \frac{dy}{U'(y)}\}. \quad (3.22)$$

$\hat{T}$ has the property that for all $x \in [a + \delta, b - \delta]$ and $t \geq \hat{T}$, $|x^0_t(x)| \leq \delta$, i.e. after $\hat{T}$ the trajectory of $x^0(x)$ is within a $\delta$-neighborhood of the stable point 0.

### 3.2.1 Estimates on $Z^\varepsilon$

**Proof of Lemma 3.2**

The solution to equation (3.17) is explicitly given by

$$Z^\varepsilon_t(x) = \int_{0}^{t} e^{-\int_{s}^{u} U''(x^\varepsilon_s(u))du} ds. \quad (3.23)$$

Integration by parts results in the following representation for $Z^\varepsilon$:

$$Z^\varepsilon_t(x) = \xi^\varepsilon_t - \int_{0}^{t} \xi^\varepsilon_s U''(x^\varepsilon_s(x))e^{-\int_{s}^{u} U''(x^\varepsilon_s(u))du} ds. \quad (3.24)$$
For \( x = 0 \), \( x_t^0(x) = 0 \) for all \( t \geq 0 \), and \( Z^c(0) \) is a process of the Ornstein-Uhlenbeck type starting at zero and given by the equation

\[
Z_t^c(0) = \xi^c_t - M_0 \int_0^t \xi^c_{s-} e^{-M_0(t-s)} \, ds,
\]

and hence for any \( t \geq 0 \)

\[
\sup_{s \in [0, t]} |Z_s^c(0)| \leq 2 \sup_{s \in [0, t]} |\xi_s^c|.
\]

Further, it follows from (3.24) that for \( t \geq 0 \) and \( x \in [a + \varepsilon^\gamma, b - \varepsilon^\gamma]\)

\[
\sup_{s \in [0, t]} |Z_s^c(x)| \leq \left( 1 + \int_0^t |U''(x_0^0(x))| e^{-\int_0^t U''(x_0^0(x)) \, du} \, ds \right) \sup_{s \in [0, t]} |\xi_s^c|.
\]

In order to prove Lemma 3.2, we distinguish three cases: \( x \in [a + \delta, b - \delta] \), \( x \in [a + \varepsilon^\gamma, a + \delta] \) and \( x \in [b - \delta, b - \varepsilon^\gamma] \).

1. Let \( x \in [a + \delta, b - \delta] \). Then we show that for any \( t \geq 0 \) and for some positive \( C_1 \)

\[
\sup_{s \in [0, t]} |Z_s^c(x)| \leq C_1 \sup_{s \in [0, t]} |\xi_s^c|.
\]

Let

\[
C_2 = \max_{x \in [a + \delta, b - \delta]} \int_0^T |U''(x_0^0(x))| e^{-\int_0^T U''(x_0^0(x)) \, du} \, ds.
\]

Consider an arbitrary \( t \geq \hat{T} \). Then

\[
\int_0^t |U''(x_0^0(x))| e^{-\int_0^t U''(x_0^0(x)) \, du} \, ds = \int_0^\hat{T} |U''(x_0^0(x))| e^{-\int_0^\hat{T} U''(x_0^0(x)) \, du} \, ds + \int_\hat{T}^t |U''(x_0^0(x))| e^{-\int_\hat{T}^t U''(x_0^0(x)) \, du} \, ds.
\]

Let us estimate the first summand in (3.30). Since for all \( x \in [a + \delta, b - \delta] \) and \( t \geq \hat{T} \), \( m_1^0 < U''(x_0^t(x)) < m_2^0 \), we have

\[
\int_0^\hat{T} |U''(x_0^0(x))| e^{-\int_0^\hat{T} U''(x_0^0(x)) \, du} \, ds = e^{-\int_0^\hat{T} U''(x_0^0(x)) \, du} \int_0^\hat{T} |U''(x_0^0(x))| e^{-\int_0^\hat{T} U''(x_0^0(x)) \, du} \, ds \leq e^{-m_1^0 \hat{T}} C_2 \leq C_2.
\]

The second summand in (3.30) is estimated analogously:

\[
\int_\hat{T}^t |U''(x_0^0(x))| e^{-\int_\hat{T}^t U''(x_0^0(x)) \, du} \, ds \leq m_2^0 \int_\hat{T}^t e^{-m_1^0 (t-s)} \, ds \leq \frac{m_2^0}{m_1^0}.
\]

Taking \( C_1 = \max\{2, C_2 + \frac{m_2^0}{m_1^0}\} \) completes the proof.

2. Let \( x \in [a + \varepsilon^\gamma, a + \delta] \). Then we show that

\[
\sup_{s \in [0, t]} |Z_s^c(x)| \leq \frac{C_3}{\varepsilon^\gamma} \sup_{s \in [0, t]} |\xi_s^c|.
\]
Indeed, for \( x \in [a + \varepsilon, a + \delta] \) and \( t \leq t_\varepsilon(x) \) we have,

\[
1 + \int_0^t |U''(x^0_s(x))| e^{-\int_s^t U''(x^0_u(x)) \, du} \, ds = 1 - \int_0^t U''(x^0_s(x)) e^{-\int_s^t U''(x^0_u(x)) \, du} \, ds
\]

\[
= 1 - \int_0^t U''(x^0_s(x)) e^{\int_{x^0_s(x)}^{x^0_t(x)} U''(x) \, dx} \, ds \quad (v = x^0_s(x), \, dv = -U'(v) \, du)
\]

\[
= 1 - \int_0^t U''(x^0_s(x)) e^{\int_{x^0_s(x)}^{x^0_t(x)} U''(x) / U'(x) \, dx} \, ds
\]

\[
= 1 - U'(x^0_t(x)) \int_0^t U''(x^0_s(x)) / U'(x) \, ds
\]

\[
= 1 + U'(x^0_t(x)) \int_x^t U''(v) / U'(v) \, dv \quad (v = x^0_t(x), \, dv = -U'(v) \, ds)
\]

\[
= 1 - U'(x^0_t(x)) \left( \frac{1}{U'(x^0_t(x))} - \frac{1}{U'(x)} \right) = \frac{U'(x^0_t(x))}{U'(x)}
\]

(3.34)

For any \( t \geq 0 \) we use (3.27) and (3.34) to obtain

\[
1 + \int_0^t |U''(x^0_s(x))| e^{-\int_s^t U''(x^0_u(x)) \, du} \, ds
\]

\[
= 1 - e^{-\int_{x^0_s(x)}^{x^0_t(x)} U''(x^0_u(x)) \, du} \int_0^{x^0_t(x)} U''(x^0_s(x)) e^{-\int_s^{x^0_t(x)} U''(x^0_u(x)) \, du} \, ds
\]

\[
+ \int_{t(x)}^{t(x) + \delta} |U''(x^0_s(x))| e^{-\int_s^{x^0_t(x)} U''(x^0_u(x)) \, du} \, ds
\]

\[
= 1 - U'(x^0_t(x)) \left( \frac{U'(x^0_0(x))}{U'(x)} \right) \left( 1 - \frac{U'(x^0_0(x))}{U'(x)} \right)
\]

\[
+ \int_0^{t - t(x) + \delta} |U''(x^0_s(x))| e^{-\int_s^{x^0_t(x) + \delta} U''(x^0_u(x)) \, du} \, ds
\]

\[
\leq 1 - U'(x^0_t(x)) \left( \frac{U'(x^0_0(x))}{U'(x)} \right) + U'(x^0_0(x)) / U'(x) + C_1.
\]

Note that for \( 0 < \varepsilon \leq \varepsilon_0 \) for some \( \varepsilon_0 \) small enough and depending on \( U, \, a, \, b, \, \gamma \) and \( \delta \)

\[
1 - \frac{U'(x^0_t(x))}{U'(x^0_{t(x)}(x))} \leq \begin{cases} \frac{U'(x^0_0(x))}{U'(x)} \leq \frac{m_U[a + s]}{m_U(a - s)} \leq C_1, \quad 0 \leq t \leq t_\varepsilon(x), \\ 1 + \max_{y \in [a, b]} \frac{U'(y)}{|U'(a + s)| + \frac{1}{|U'(a + s)|}} \leq C_1, \quad t \geq t_\varepsilon(x), \end{cases}
\]

(3.36)

3. For \( x \in [b - \delta, b - \varepsilon] \) we obtain an estimate similar to (3.36).

Hence, for all \( x \in [a + \varepsilon, b - \varepsilon], \, t \geq 0 \) and \( 0 < \varepsilon \leq \varepsilon_0 \),

\[
\sup_{s \in [0, t]} \|x^\varepsilon(x)\| \leq C \varepsilon^3 \sup_{s \in [0, t]} \|x^\varepsilon_0\| \leq C \varepsilon^3 \gamma
\]

(3.37)

for some positive \( C_2 \) on the event \( \mathcal{E}_t \).

\[ \blacksquare \]

3.2.2 Estimates on \( R^\varepsilon \)

To estimate the remainder term \( R^\varepsilon \) we need finer smoothness properties of the potential \( U \). However, the following Lemma shows that this restriction only has to hold locally.

**Lemma 3.4** There exists \( C > 0 \) and \( \varepsilon_0 > 0 \) such that for and \( 0 < \varepsilon \leq \varepsilon_0 \) the inequality

\[
\sup_{s \in [0, t]} |R^\varepsilon_s(x)| \leq C
\]

(3.38)

holds a.s. on the event \( \mathcal{E}_t \) uniformly for \( t \geq 0 \) and \( x \in [a + \varepsilon, b - \varepsilon] \).
Proof: By Assumption U2 we know that for any \( t \geq 0, x \in [a, b] \) we have \( x_0^t(x) \in [a, b] \). Moreover, for \( 0 < \varepsilon \leq \varepsilon_Z \) and \( x \in [a + \varepsilon, b - \varepsilon] \) we have \( \sup_{s \in [0, t]} |\varepsilon Z_+^t(x)| < C_Z \varepsilon^{3\gamma} \) on \( \mathcal{E}_t \), due to Lemma 3.2. Recall that \( U' \) increases at least linearly at infinity (see Assumption U3). This guarantees the existence of a constant \( C > 0 \) such that for any \( x \in [a, b], |z| \leq 1 \) we have

\[
-U'(x + z + C) + U'(x) + U''(x)z < 0. \tag{3.39}
\]

Hence for any \( 0 \leq s \leq t, x \in [a + \varepsilon, b - \varepsilon] \) the inequality

\[
-U'(x_0^s(x) + \varepsilon Z_+^s(x) + C) + U'(x_0^s(x)) + U''(x_0^s(x)) \varepsilon Z_+^s(x) < 0 \tag{3.40}
\]

holds on the event \( \mathcal{E}_t \) for \( 0 < \varepsilon \leq \min\{C_Z^{-1/3\gamma}, \varepsilon_Z \} \). Now assume there is some \( x \in [a + \varepsilon, b - \varepsilon] \), and some (smallest) \( \tau \in [0, t] \) such that \( R^\varepsilon_\tau(x) = C \). Observe that the rest term \( R^\varepsilon \) satisfies the integral equation

\[
R^\varepsilon_\tau(x) = \int_0^\tau f(R^\varepsilon_u(x), x_0^u(x), \varepsilon Z_+^u(x)) \, du \tag{3.41}
\]

with the smooth integrand

\[
f(R, x_0^0, \varepsilon Z) = -U'(x_0^0 + \varepsilon Z + R) + U'(x_0^0) + U''(x_0^0)(\varepsilon Z) .
\]

This implicitly says that \( R^\varepsilon \) is an absolutely continuous function of time. By definition of \( \tau \), we have

\[
0 < \tau \leq \Delta^+ R^\varepsilon_\tau(x)|_{x=\tau} = -U'(x_0^0(x) + \varepsilon Z_+^0(x) + C) + U'(x_0^0(x)) + U''(x_0^0(x)) \varepsilon Z_+^0(x) < 0, \tag{3.42}
\]

a contradiction, with \( \Delta^+ \) denoting the right Dini derivative. A similar reasoning applies under the assumption \( R^\varepsilon_\tau(x) = -C \). This completes the proof.

Lemma 3.4 has a very convenient consequence. It states precisely that the solution process \( x_0^t(x), s \in [0, t] \), with initial state confined to \([a + \varepsilon, b - \varepsilon] \), stays bounded by a deterministic constant \( K \) on the set \( \mathcal{E}_t \), \( t \geq 0 \). Therefore, in the small noise limit, only local properties of \( U \) are relevant to our analysis.

Lemma 3.5 There exists \( C_1 > 0 \) such that for any \( \gamma > 0 \) there is \( \varepsilon_0 > 0 \) such that for \( 0 \leq \varepsilon \leq \varepsilon_0 \),

\[
\sup_{s \in [0, t]} |R^\varepsilon_s(x)| \leq C_1 \varepsilon^{3\gamma} \tag{3.43}
\]

on the event \( \mathcal{E}_t \) uniformly for \( x \in [a + \varepsilon, b - \varepsilon] \) and \( t \geq 0 \).

Proof: 1. For \( x \in [a + \delta, b - \delta] \) the time \( t_\varepsilon(x) = 0 \) and the estimate (3.43) is trivial. Thus it is only necessary to consider \( x \) from the neighbourhoods of the boundary points \( a \) and \( b \). For definiteness, we consider the case \( x \in [a + \varepsilon, a + \delta] \). Let also Lemmas 3.2 and 3.4 hold for \( 0 < \varepsilon \leq \varepsilon_1 \) with constants \( C_Z \) and \( C \).

2. The rest term \( R^\varepsilon \) satisfies the integral equation

\[
R^\varepsilon_\tau(x) = \int_0^\tau f(R^\varepsilon_u(x), x_0^u(x), \varepsilon Z_+^u(x)) \, ds \tag{3.44}
\]

with

\[
f(R, x_0^0, \varepsilon Z) = -U'(x_0^0 + \varepsilon Z + R) + U'(x_0^0) + U''(x_0^0)(\varepsilon Z) . \tag{3.45}
\]

Moreover, \( R^\varepsilon \) is an absolutely continuous function of time. Let the constant \( K \) from Assumption U1 be bigger than \( C \). We write the Taylor expansion for the integrand \( f \) with some \( |\theta| \leq K \):

\[
f(R, x_0^0, \varepsilon Z) = -U'(x_0^0 + \varepsilon Z + R) + U'(x_0^0) + U''(x_0^0)(\varepsilon Z)
= -U'(x_0^0) - U''(x_0^0)(R + \varepsilon Z) - \frac{U^{(3)}(\theta)}{2}(R + \varepsilon Z)^2 + U'(x_0^0) + U''(x_0^0)(\varepsilon Z) \tag{3.46}
= -U''(x_0^0)R - \frac{U^{(3)}(\theta)}{2}(R + \varepsilon Z)^2
\]
Since $U \in C^3, |U^{(3)}|$ is bounded, say by $L$, on $[-K, K]$. Using the inequality $(R + \varepsilon Z)^2 \leq 2(R^2 + \varepsilon^2 Z^2)$ we obtain that for $t \geq 0$,

$$
f(R_t^0(x), x_0^0(x), \varepsilon Z_{-}^0(x)) \leq -U''(x_0^0(x))R_t^0 + L(R_t^0)^2 + L(\varepsilon Z_{-}^0(x))^2 < -U''(x_0^0(x))R_t^0 + L(R_t^0)^2 + A^2\varepsilon^{6\gamma},$$

$$
f(R_t^0(x), x_0^0(x), \varepsilon Z_{-}^0(x)) \geq -U''(x_0^0(x))R_t^0 - L(R_t^0)^2 - L(\varepsilon Z_{-}^0(x))^2 > -U''(x_0^0(x))R_t^0 - L(R_t^0)^2 - A^2\varepsilon^{6\gamma}
$$

on the event $\mathcal{E}_t$, with $A^2 = 2C^2_2L$.

3. Let us prove the upper bound in (3.43). Together with (3.44) consider the Riccati equation

$$p_t^0(x) = \int_0^t (m_2^2p_s^0 + L(p_s^0)^2 + A^2\varepsilon^{6\gamma}) \, ds, \quad 0 \leq t \leq t_\varepsilon(x). \quad (3.48)$$

Under the conditions of the lemma, it is enough to prove two statements:

a) $R_t^0(x) \leq p_t^0$ for $0 \leq t \leq t_\varepsilon(x)$.

b) $p_t^0 \leq C\varepsilon^{3\gamma}$ for $0 \leq t \leq t_\varepsilon(x)$.

We have the closed form formula for $p_t$:

$$p_t^0 = A^2\varepsilon^{6\gamma}(m_2^2 + \lambda\varepsilon)e^{-t\lambda\varepsilon} - (m_2^2 - \lambda\varepsilon)e^{t\lambda\varepsilon},$$

$$\lambda\varepsilon = \sqrt{(m_2^2)^2 - 4LA^2\varepsilon^{6\gamma}}. \quad (3.49)$$

It is easy to see that $p_t^0$ is a non-negative monotonically increasing function starting at 0. However $p_t^0$ has a singularity at

$$t^*(\varepsilon) = \frac{1}{2\lambda\varepsilon}\ln\left(\frac{m_2^2 + \lambda\varepsilon}{m_2^2 - \lambda\varepsilon}\right) \geq \frac{3\gamma|\ln\varepsilon|}{m_2^2} (1 + \mathcal{O}(|\ln\varepsilon|^{-1})), \quad (3.50)$$

where the latter inequality holds for $\varepsilon \downarrow 0$. Note that

$$t_\varepsilon(x) = \int_0^{a+\delta} \frac{dy}{|U(y)|} \leq \frac{1}{m_1^2} \int_{a+\varepsilon\gamma}^{a+\delta} \frac{dy}{|a-y|} = \frac{1}{m_1^2} \ln\left(\frac{\delta}{\varepsilon}\right) = t_\varepsilon. \quad (3.51)$$

In the limit of small $\varepsilon$, $t_\varepsilon$ can be calculated as

$$t_\varepsilon = \frac{\gamma|\ln\varepsilon|}{m_1^2} (1 + \mathcal{O}(|\ln\varepsilon|^{-1})), \quad (3.52)$$

Hence $t_\varepsilon(x) \leq t_\varepsilon < t^*(\varepsilon)$ for $0 < \varepsilon \leq \varepsilon_2, \varepsilon_2$ being sufficiently small, and $p_t^0$ is well defined on the time interval under consideration.

To show a) we note that at the starting point $t = 0$,

$$D^+ R_t^0(x) \big|_{t=0} = \lim_{h \downarrow 0} \frac{R_t^0(x) - 0}{h} = 0 < A^2\varepsilon^{6\gamma} = p_t^0(x) \big|_{t=0}, \quad (3.53)$$

consequently it follows from the continuity of $R^c$ and $p^c$ that $p_t^c > R_t^c$ for at least positive and small $t$.

Assume there exists $\tau = \inf\{t > 0 : R_\tau^c(x) = p_\tau^c\}$ such that $\tau \leq t_\varepsilon(x)$. At the point $\tau$ the left derivative of $R^c(x)$ is necessarily not less than the derivative of $p^c$ which leads to the following contradiction:

$$D^- R_\tau^c(x) \big|_{t=\tau} = \lim_{h \downarrow 0} \frac{R_\tau^c(x) - R_{\tau-h}^c(x)}{h} = f(R_\tau^c(x), x_0^0(x), Z_{\tau-}^c(x)) \geq p_\tau^c \big|_{t=\tau} = m_2^2 p_\tau^c + L(p_\tau^c)^2 + A^2\varepsilon^{6\gamma}, \quad (3.54)$$

$$f(R_\tau^c(x), x_0^0(x), Z_{\tau-}^c(x)) = f(p_\tau^c, x_0^0(x), Z_{\tau-}^c(x)) < m_2^2 p_\tau^c + L(p_\tau^c)^2 + A^2\varepsilon^{6\gamma}. \quad (3.55)$$

To prove b), we use the inequality

$$\sup_{t \in [0, t_\varepsilon(x)]} p_t^0 \leq p_t^0(x) \leq p_{t_\varepsilon}(x). \quad (3.55)$$
and a formula (3.51) for $t_\varepsilon$. Indeed, on $\mathcal{E}_\varepsilon$, we have the following estimates

$$
e^{t_\varepsilon \lambda'} - e^{-t_\varepsilon \lambda'} \leq \left( \frac{\delta}{\varepsilon^{\gamma}} \right)^{\frac{m_2}{m_1}} \leq \left( \frac{\delta}{\varepsilon^{\gamma}} \right)^{\frac{n_2}{m_1}} = c_1 e^{-\lambda' \frac{n_2}{m_1}} ,$$

$$(m_2^2 + \lambda^2) e^{t_\varepsilon \lambda'} \geq m_2 \left( \frac{\delta}{\varepsilon^{\gamma}} \right)^{\frac{n_2}{m_1}} \geq c_2 e^{\gamma \lambda' \frac{n_2}{m_1}} ,$$

$$(m_2^2 - \lambda^2) e^{t_\varepsilon \lambda'} \leq m_2 \left( 1 - \sqrt{1 - \frac{4LA^2 \varepsilon^{2\gamma}}{(m_2^2)^2}} \right) \left( \frac{\delta}{\varepsilon^{\gamma}} \right)^{\frac{n_2}{m_1}} \leq \frac{4LA^2 \varepsilon^{2\gamma}}{m_2} \left( \frac{\delta}{\varepsilon^{\gamma}} \right)^{\frac{n_2}{m_1}} = c_3 e^{\gamma (6 - \frac{m_2}{m_1})} .$$

(3.56)

Thus, since $\frac{m_2}{m_1} < \frac{3}{2}$ and for $\varepsilon \leq \varepsilon_0 = \min \{ \varepsilon_1, \varepsilon_2 \}$ we can estimate

$$p_{\varepsilon}^2 \leq A^2 \varepsilon^{2\gamma} \frac{c_1 e^{-\lambda' \frac{n_2}{m_1}}}{c_2 e^{\gamma \lambda' \frac{n_2}{m_1}} - c_3 e^{\gamma (6 - \frac{m_2}{m_1})}} \leq A^2 c_1 \frac{\lambda' c_1}{\lambda' c_1 - c_3 e^{\gamma (6 - \frac{m_2}{m_1})}} \leq C_1 \varepsilon^{3\gamma} .$$

(3.57)

The proof of the lower bound in (3.43) is analogous.

Lemma 3.6 (Estimate away from critical points) There exists $C_2 > 0$ such that for any $\gamma > 0$ there is $\varepsilon_0 > 0$ such that for $0 \leq \varepsilon \leq \varepsilon_0$ and any $t_\varepsilon(x) \leq t \leq t_\varepsilon(x) + \hat{T}$,

$$\sup_{\varepsilon \in [t_\varepsilon(x), t]} |R_\varepsilon^2(x)| \leq C_2 \varepsilon^{3\gamma} .$$

(3.58)

on the event $\mathcal{E}_\varepsilon$ uniformly for $x \in [a + \varepsilon^\gamma, b - \varepsilon^\gamma]$.

Proof: Using Lemma 3.4, choose $K > 0$ such that on the event $\mathcal{E}_\varepsilon$ the processes $x_\varepsilon(x), \varepsilon Z_\varepsilon(x), R_\varepsilon(x)$ take their values in $[-K, K]$ as long as time runs in $[0, t]$. Let also previous Lemmas hold for $0 < \varepsilon \leq \varepsilon_0$.

For $t_\varepsilon(x) \leq t \leq t_\varepsilon(x) + \hat{T}$, the rest term $R^2$ satisfies the following integral equation:

$$R_\varepsilon^2(x) = R_\varepsilon_0^2(x) + \int_{t_\varepsilon(x)}^t \left[ -U'(x_\varepsilon^0(x) + \varepsilon Z_\varepsilon^{-}(x) + R_\varepsilon^0(x)) + U'(x_\varepsilon^0(x)) + U''(x_\varepsilon^0(x)) \varepsilon Z_\varepsilon^{-}(x) \right] ds$$

$$= R_\varepsilon_0^2(x) - \int_{t_\varepsilon(x)}^t \left[ U'(x_\varepsilon^0(x) + \varepsilon Z_\varepsilon^{-}(x)) - U'(x_\varepsilon^0(x)) - U''(x_\varepsilon^0(x)) \varepsilon Z_\varepsilon^{-}(x) \right] ds$$

$$- \int_{t_\varepsilon(x)}^t \frac{1}{2} U''(x_\varepsilon^0(x)) (\varepsilon Z_\varepsilon^{-}(x))^2 ds$$

(3.59)

with appropriate $\theta_1^\varepsilon, \theta_2^\varepsilon \in [-K, K]$. Note that $R_{t_\varepsilon(x)}^2(x) = 0$ if $x \in [a + \delta, b - \delta]$.

Thus on $\mathcal{E}_\varepsilon$, with the help of Lemma 3.5, we obtain

$$|R_\varepsilon^2(x)| \leq |R_{t_\varepsilon(x)}^2(x)| + \int_{t_\varepsilon(x)}^t L|R_\varepsilon^2(x)| ds + \frac{t-t_\varepsilon(x)}{2} |L_2| \varepsilon^{2\gamma} \leq C_1 \varepsilon^{3\gamma} + \int_{t_\varepsilon(x)}^{t_\varepsilon(x)+\hat{T}} L|R_\varepsilon^2(x)| ds + \frac{1}{2} \hat{T} |L_2|^2 \varepsilon^{2\gamma} .$$

(3.60)

An application of Gronwall’s lemma yields the final estimates for $t_\varepsilon(x) \leq t \leq t_\varepsilon(x) + \hat{T}$:

$$|R_\varepsilon^2(x)| \leq \left( C_1 \varepsilon^{3\gamma} + \frac{1}{2} \hat{T} |L_2|^2 \varepsilon^{2\gamma} \right) \varepsilon^{\hat{T}} \leq C_2 \varepsilon^{3\gamma} .$$

(3.61)
Lemma 3.7 (Estimate near the stable point) There exist a positive constant $C_3$ such that for any $\gamma > 0$ there is $\varepsilon_0 > 0$ such that for $0 \leq \varepsilon \leq \varepsilon_0$ and any $t \geq t_e(x) + \bar{T}$,

$$\sup_{x \in [t_e(x) + \bar{T}, t]} |R^\varepsilon_t(x)| \leq \varepsilon^{3\gamma},$$

(3.62)
on the event $\mathcal{E}_t$ uniformly for $x \in [a + \varepsilon^\gamma, b - \varepsilon^\gamma]$.

Proof: 1. Using Lemma 3.4, choose $K > 0$ such that on the event $\mathcal{E}_t$ the processes $\varepsilon^\gamma, R^\varepsilon_t(x)$ take their values in $[-K, K]$ as long as time runs in $[0, t]$. Let previous Lemmas hold for $0 < \varepsilon \leq \varepsilon_0$.

For $t \geq t_e(x) + \bar{T}$ the rest term $R^\varepsilon_t$ satisfies the integral equation

$$R^\varepsilon_t(x) = R^\varepsilon_{t_e(x) + \bar{T}}(x) + \int_{t_e(x) + \bar{T}}^t f(R^\varepsilon_s(x), x^0_s(x), \varepsilon Z^\varepsilon_{s-}(x)) \, ds$$

(3.63)
with

$$f(R, x^0, \varepsilon Z) = -U'(x^0 + \varepsilon Z + R) + U'(x^0) + U''(x^0)(\varepsilon Z).$$

(3.64)

Note that for the time instants $t$ under consideration, the deterministic trajectory $x^0_t(x)$ is in the $\delta$-neighbourhood of the stable point 0. Repeating the argument of Lemma 3.5 we obtain the following estimates:

$$f(R^\varepsilon_t(x), x^0_t(x), \varepsilon Z^\varepsilon_{t-}(x)) \leq -U''(x^0_t(x))R^\varepsilon_t + L(R^\varepsilon_t)^2 + L(\varepsilon Z^\varepsilon_{t-}(x))^2$$

$$< -U''(x^0_t(x))R^\varepsilon_t + L(R^\varepsilon_t)^2 + 2C_2^2 \varepsilon^2 \varepsilon^{3\gamma} \leq -U''(x^0_t(x))R^\varepsilon_t + L(R^\varepsilon_t)^2 + D\varepsilon^{3\gamma},$$

$$f(R^\varepsilon_t(x), x^0_t(x), \varepsilon Z^\varepsilon_{t-}(x)) \geq -U''(x^0_t(x))R^\varepsilon_t - L(R^\varepsilon_t)^2 - L(\varepsilon Z^\varepsilon_{t-}(x))^2$$

$$> -U''(x^0_t(x))R^\varepsilon_t - L(R^\varepsilon_t)^2 - 2C_2^2 \varepsilon^2 \varepsilon^{3\gamma} > -U''(x^0_t(x))R^\varepsilon_t - L(R^\varepsilon_t)^2 - D\varepsilon^{3\gamma}$$

(3.65)
on the event $\mathcal{E}_t$, with some $D > 2C_2^2 L$ which will be specified later.

The main difference to Lemma 3.5 consists in the sign of the $U''$ in the vicinity of zero. Now the curvature is positive what guarantees the boundedness of $R^\varepsilon_t(x)$ on long time intervals.

2. We establish the upper bound for $R^\varepsilon_t(x)$. Consider a Riccati equation

$$p^\varepsilon_t = R^\varepsilon_{t_e(x) + \bar{T}}(x) + \int_{t_e(x) + \bar{T}}^t (-m^0_2 p^\varepsilon_s + L(p^\varepsilon_s)^2 + D\varepsilon^{3\gamma}) \, ds, \quad t \geq t_e(x) + \bar{T}.$$n

(3.66)

The comparison argument of Lemma 3.5 shows that

$$R^\varepsilon_t(x) \leq p^\varepsilon_t, \quad t \geq t_e(x) + \bar{T}.$$n

(3.67)

Now we study the Riccati equation (3.66) in detail. It is easy to see that it has two positive stationary solutions at which the integrand of (3.66) vanishes:

$$p^\pm = m^0_2 \left( 1 \pm \sqrt{1 - \frac{4LD^2\varepsilon^{3\gamma}}{(m^0_2)^2}} \right).$$

(3.68)

Applying the elementary inequality $\frac{a}{2} \leq 1 - \sqrt{1 - x} \leq x, x \in [0, 1]$, to the smaller solution $p^-$ and for $\varepsilon \leq \varepsilon_0$ such that $4LD^2\varepsilon^{3\gamma}/(m^0_2)^2 \leq 1$, we find that

$$\frac{D^2}{m^0_2} \varepsilon^{3\gamma} \leq p^- \leq \frac{2D^2}{m^0_2} \varepsilon^{3\gamma} < \frac{2D^2}{m^0_1} \varepsilon^{3\gamma}.$$n

(3.69)

This means that if $R^\varepsilon_{t_e(x) + \bar{T}}(x) < \frac{D^2}{m^0_2} \varepsilon^{3\gamma}$, the solution $R^\varepsilon_t(x)$ does not exceed $\frac{2D^2}{m^0_1} \varepsilon^{3\gamma}$ on the time interval $[t_e(x) + \bar{T}, t]$ and the event $\mathcal{E}_t$.

We use Lemma 3.6 to conclude that $R^\varepsilon_{t_e(x) + \bar{T}}(x) < C_2 \varepsilon^{3\gamma}$, and taking $D > \sqrt{C_2m^0_1}$ and $C_3 > \frac{2D^2}{m^0_1}$ finishes the proof.

3. The lower bound for $R^\varepsilon_t(x)$ is obtained analogously.

Proof of Lemma 3.3 The claim of Lemma 3.3 follows from Lemmas 3.5, 3.6 and 3.7 by taking $C_R = \max\{C_1, C_2, C_3\}$ and $\varepsilon_0$ the minimal value of $\varepsilon$ for which these Lemmas hold simultaneously. ■
3.3 Final estimate for $|x^ε_t - x^0_t|$, $a > -∞$

In this section we use Lemma 3.1 and Proposition 3.1 to estimate the probability that the small-jump process $x^ε_t(x)$ leaves the $1/2ε^2γ$-dependent tube of the deterministic trajectory $x^0_t(x)$.

Proposition 3.2 Let $a > -∞$. Let $ρ ∈ (0, 1)$, $x^ε(x)$ and $x^0(x)$ satisfy (3.13). Let $T(ε)$ be an exponentially distributed random variable with mean $1/β_ε$ and let $ξ^ε$ and let $T(ε)$ be independent. Then for any $γ ∈ (0, (1 - ρ)/4)$ there exist $p_0 > 0$ and $ε_0 > 0$ such that the inequality

$$\sup_{x ∈ [a + ε^γ, b - ε^γ]} P_x \left( \sup_{t ∈ [0, T(ε)]} |x^ε_t(x) - x^0_t(x)| ≥ \frac{ε^2γ}{2} \right) ≤ \exp \left( -1/ε^p \right)$$  

(3.70)

holds for all $0 ≤ p ≤ p_0$ and $0 < ε ≤ ε_0$.

Proof: Let $θ = \min 1 - ρ - γ, rp$. Then $ET_1 = \frac{1}{1 - ρ} \gg \frac{1}{ε^γ}$ as $ε ↓ 0$. Consider the number

$$k_ε = \left[ \frac{ε^{θ/2}}{β_ε} \right],$$

(3.71)

where $[x]$ denotes the integer part of $x$. Note that $k_ε → ∞$ slower than some power of $1/ε$.

For any $x ∈ [a + ε^γ, b - ε^γ]$ we have

$$P_x \left( \sup_{t ∈ [0, T(ε)]} |x^ε_t(x) - x^0_t(x)| ≥ \frac{ε^2γ}{2} \right) = \int_0^∞ \beta_ε e^{-β_ε τ} P_x \left( \sup_{t ∈ [0, τ]} |x^ε_t(x) - x^0_t(x)| ≥ \frac{ε^2γ}{2} \right) dτ$$

(3.72)

$$= \int_0^{k_ε/ε^θ} + \int_{k_ε/ε^θ}^∞ \beta_ε e^{-β_ε τ} P_x \left( \sup_{t ∈ [0, τ]} |x^ε_t(x) - x^0_t(x)| ≥ \frac{ε^2γ}{2} \right) dτ.$$

For $0 < ε ≤ ε_1, ε_1$ small enough, the second summand is estimated as

$$\int_{k_ε/ε^θ}^∞ \beta_ε e^{-β_ε τ} P_x \left( \sup_{t ∈ [0, τ]} |x^ε_t(x) - x^0_t(x)| ≥ \frac{ε^2γ}{2} \right) dτ \leq \exp \left( -\frac{β_ε k_ε}{ε^θ} \right) \leq \exp \left( -\frac{1}{ε^θ/2} \right).$$  

(3.73)

For the first summand,

$$\int_0^{k_ε/ε^θ} \beta_ε e^{-β_ε τ} P_x \left( \sup_{t ∈ [0, τ]} |x^ε_t(x) - x^0_t(x)| ≥ \frac{ε^2γ}{2} \right) dτ$$

$$= \sum_{j=0}^{k_ε-1} \int_{j/ε^θ}^{(j+1)/ε^θ} \beta_ε e^{-β_ε τ} P_x \left( \sup_{t ∈ [0, τ]} |x^ε_t(x) - x^0_t(x)| ≥ \frac{ε^2γ}{2} \right) dτ$$

$$≤ \sum_{j=0}^{k_ε-1} P \left( \sup_{t ∈ [0, (j+1)/ε^θ]} |x^ε_t(x) - x^0_t(x)| ≥ \frac{ε^2γ}{2} \right) \int_{j/ε^θ}^{(j+1)/ε^θ} \beta_ε e^{-β_ε τ} dτ$$

(3.74)

$$≤ \sum_{j=0}^{k_ε-1} P \left( \sup_{t ∈ [0, (j+1)/ε^θ]} |x^ε_t(x) - x^0_t(x)| ≥ \frac{ε^2γ}{2} \right).$$
For $j \geq 0$,
\[
\begin{align*}
P \left( \sup_{t \in [0, (j+1)/\epsilon^n]} |x_t^\gamma(x) - x_t^0(x)| \geq \frac{\epsilon^{2\gamma}}{2} \right) &\leq P \left( \sup_{t \in [0,1/\epsilon^n]} |x_t^\gamma(x) - x_t^0(x)| \geq \frac{\epsilon^{2\gamma}}{5} \right) \\
+ P \left( \sup_{t \in [0,1/\epsilon^n]} |x_t^\gamma(x) - x_t^0(x)| < \frac{\epsilon^{2\gamma}}{5}, \sup_{t \in [1/\epsilon^n,2/\epsilon^n]} |x_t^\gamma(x) - x_t^0(x)| \geq \frac{\epsilon^{2\gamma}}{5} \right) \\
+ \cdots \\
+ P \left( \sup_{t \in [(k-1)/\epsilon^n, (k+1)/\epsilon^n]} |x_t^\gamma(x) - x_t^0(x)| < \frac{\epsilon^{2\gamma}}{5}, \sup_{t \in [0,1/\epsilon^n]} |x_t^\gamma(x) - x_t^0(x)| \geq \frac{\epsilon^{2\gamma}}{5} \right) \\
&\leq P \left( \sup_{t \in [0,1/\epsilon^n]} |x_t^\gamma(x) - x_t^0(x)| \geq \frac{\epsilon^{2\gamma}}{5} \right) + \sup_{y_1, y_2 \leq y_1^k} P \left( \sup_{t \in [0,1/\epsilon^n]} |x_t^\gamma(x) - x_t^0(y)| \geq \frac{\epsilon^{2\gamma}}{5} \right) + \cdots \\
+ \sup_{y_1, y_2 \leq y_1^k} P \left( \sup_{t \in [0,1/\epsilon^n]} |x_t^\gamma(x) - x_t^0(y)| \geq \frac{\epsilon^{2\gamma}}{5} \right) 
\end{align*}
\] (3.75)

The sequence $y_k^\pm$ is determined by a recurrence formula. For small $\epsilon$ and any $x \in [a + \varepsilon \gamma, b - \varepsilon \gamma]$, we know that $t_\varepsilon(x) + \bar{T} < 1/\varepsilon^6$ and thus $|x_t^\gamma(x)| \leq \delta$. Moreover, $|x|e^{-mt} \leq |x_t^\gamma(x)| \leq |x|e^{-mt}$, $t \geq 0$, $|x| \leq \delta$.

Define $k \geq 2$
\[
y_1^+ = x_{1/\epsilon^n}^0(x) + \frac{\epsilon^{2\gamma}}{5}, \quad y_1^- = x_{1/\epsilon^n}^0(x) - \frac{\epsilon^{2\gamma}}{5}, \\
y_k^+ = \begin{cases} 
y_{k-1}^+e^{-m_1/\epsilon^n} + \frac{\epsilon^{2\gamma}}{5} & y_{k-1}^+ \geq 0 \\
y_{k-1}^-e^{m_2/\epsilon^n} + \frac{\epsilon^{2\gamma}}{5} & y_{k-1}^- \leq 0
\end{cases}, \quad y_k^- = \begin{cases} 
y_{k-1}^-e^{-m_2/\epsilon^n} - \frac{\epsilon^{2\gamma}}{5} & y_{k-1}^- \leq 0 \\
y_{k-1}^+e^{m_1/\epsilon^n} - \frac{\epsilon^{2\gamma}}{5} & y_{k-1}^+ \geq 0
\end{cases}. 
\] (3.76)

It is easy to see that for small $\epsilon$ and $k \to \infty$, $y_k^+ - \frac{\epsilon^{2\gamma}}{5} \leq \frac{2\gamma}{\epsilon^3}$, $y_k^- - \frac{\epsilon^{2\gamma}}{5} \geq -\frac{2\gamma}{\epsilon^3}$. Applying Proposition 3.1 with $c = 1/5$ and Lemma 3.1 we get for some positive $p_1$ that for $0 < p \leq p_1$ and $\varepsilon \leq \varepsilon_2 \leq \varepsilon_1$,
\[
P \left( \sup_{t \in [0, (j+1)/\epsilon^n]} |x_t^\gamma(x) - x_t^0(x)| \geq \frac{\epsilon^{2\gamma}}{2} \right) \leq (j + 1)P \left( \sup_{t \in [0,1/\epsilon^n]} |x_t^\gamma(x) - x_t^0(y)| \geq \frac{\epsilon^{2\gamma}}{2} \right) \leq (j + 1)e^{-1/\epsilon^n}. 
\] (3.77)

and therefore
\[
\int_0^{k_{\varepsilon^n}} \beta e^{-\beta \tau} P \left( \sup_{t \in [0,\tau]} |x_t^\gamma(x) - x_t^0(x)| \geq \frac{\epsilon^{2\gamma}}{2} \right) d\tau \leq e^{-1/\epsilon^n} \sum_{j=0}^{k_{\varepsilon^n}-1} (j + 1) = \frac{1}{2}k_{\varepsilon^n}(k_{\varepsilon^n} + 1)e^{-1/\epsilon^n}. 
\] (3.78)

Combining the latter formula with (3.73) we obtain the estimate needed for $0 < p \leq p_0 = \min\{\theta/2, p_1\}$, $\varepsilon \downarrow 0$.

\section{3.4 Dynamics on unbounded interval, $a = -\infty$. Return from infinity}

In this section we show that with high probability the process $x_t^\gamma(x)$ reaches some fixed compact neighbourhood of the origin in finite time.

Recall that due to Assumption U3 there is $N > 0$ such that $-U'(x) > c_1|x|^{1+c_2}$, for some $c_1, c_2 > 0$ and $x \leq -N$.

Additionally, we assume that $N$ is sufficiently large, so that for any $x < -N$,
\[
-x^{1+c_2} + |x + \frac{1}{2}|^{1+c_2} + \frac{1}{4}(1 + c_2)|x|^{c_2} < 0. 
\] (3.79)

Indeed this inequality holds, since for $x \to -\infty$,
\[
-x^{1+c_2} + |x + \frac{1}{2}|^{1+c_2} + \frac{1}{4}(1 + c_2)|x|^{c_2} = -\frac{1}{4}(1 + c_2)|x|^{c_2} + o(|x|^{c_2}). 
\] (3.80)
Assume there exists a smallest
For some \( M > N \) and \( x \leq -M \) define stopping times
\[
\tau_x = \inf \{ t \geq 0 : x_t(x) \geq -M \},
\]
\[
\sigma_v = \inf \{ t \geq 0 : v_t(v) \geq -M \}.
\]

**Lemma 3.8** For \( v < x < -M \), \( v^\varepsilon_t(v) < x^\varepsilon_t(x) \) a.s. on \( t \in [0, \tau_x) \).

**Proof:** Consider the difference
\[
\varphi_t(x, v) = x_t^\varepsilon(x) - v_t^\varepsilon(v) = x - v + \int_0^t (-U_t(x_{s-}) - c_1|v_{s-}^\varepsilon|^{1+c_2}) ds.
\]
The function \( \varphi_t(x, v) \) is absolutely continuous in \( t \), \( \varphi_0(x, v) = x - y \geq 0 \). Let \( t \) be the first time instant before \( \tau_x \) such that \( \varphi_0(x, v) = 0 \). This means that the left Dini derivative of \( \varphi \) is non-positive at \( t \), \( D^- \varphi_t(x, v) = -U_t(x_{s-}) - c_1|v_{s-}^\varepsilon|^{1+c_2} \leq 0 \). On the other hand, on the event \( \tau_x \), the processes \( x^\varepsilon \) and \( x^\varepsilon \) have the same jumps, so \( x_t^\varepsilon = v_t^\varepsilon \) if and only if \( x_{s-}^\varepsilon = v_{s-}^\varepsilon \) which leads to a contradiction with the assumptions.

**Corollary 3.1** For \( v < x < -M \), \( \tau_x \leq \sigma_v \) a.s.

Fix some \( M > N \) consider \( T_M = \int_0^{+\infty} \frac{ds}{c_1(1+c_2)^{1+c_2}} \). Moreover, we can choose \( M \) so that \( v^0_{-T_M}(-M) \leq -N \).

**Lemma 3.9** On the event \( E_{T_M} \) the following holds a.s.
\[
\sup_{t \in [0, T_M]} |v_t^\varepsilon(v) - v_t^\varepsilon(v)| \leq 1
\]
uniformly for \( v \leq -M \).

**Proof:** As in Lemma 3.2, consider the representation
\[
v_t^\varepsilon(v) = v_t^\varepsilon(v) + \varepsilon u_t^\varepsilon(v) + r_t^\varepsilon(v)
\]
with
\[
v_t^\varepsilon(v) = v + c_1 \int_0^t |v_{s-}^\varepsilon|^{1+c_2} ds,
\]
\[
u_t^\varepsilon(v) = \xi_t^\varepsilon - c_1 (1 + c_2)|v_t^\varepsilon(v)|^{1+c_2} \int_{s_0}^t \frac{ds}{|v_{s-}^\varepsilon(v)|}.
\]
To estimate \( u^\varepsilon \) we recall equations (3.27) and (3.34) and immediately get
\[
\sup_{[0, T_M]} |u_t^\varepsilon(v)| \leq 2 \sup_{[0, T_M]} |\xi_t^\varepsilon|, \quad v \leq -M.
\]
The remainder term \( r^\varepsilon \) satisfies the equation
\[
r_t^\varepsilon(v) = c_1 \int_0^t \left( |v_{t-}^\varepsilon(v) + \varepsilon u_{t-}^\varepsilon(v) + r_{t-}^\varepsilon(v)|^{1+c_2} - |v_t^\varepsilon(v)|^{1+c_2} + (1 + c_2)|v_t^\varepsilon(v)|^{c_2}\varepsilon w_{t-}^\varepsilon(v) \right) ds
\]
Assume, there exists a smallest \( \tau \in [0, T_M] \) such that \( r_t^\varepsilon(u) = 3/4 \). Then the left Dini derivative of \( r^\varepsilon \) at this point is non-negative, i.e.
\[
|v_t^\varepsilon(v) + \varepsilon u_{t-}^\varepsilon(v) + \frac{3}{4}|^{1+c_2} - |v_t^\varepsilon(v)|^{1+c_2} + (1 + c_2)|v_t^\varepsilon(v)|^{c_2}\varepsilon w_{t-}^\varepsilon(v) \geq 0
\]
On the other hand on the event \( E_{T_M} \) we have \( |\varepsilon w_{t-}^\varepsilon(v)| < 1/4 \) a.s. for \( \varepsilon \) small enough, thus
\[
|v_t^\varepsilon(v) + \varepsilon u_{t-}^\varepsilon(v) + \frac{3}{4}|^{1+c_2} - |v_t^\varepsilon(v)|^{1+c_2} + (1 + c_2)|v_t^\varepsilon(v)|^{c_2}\varepsilon w_{t-}^\varepsilon(v) < |v_t^\varepsilon(v) + \frac{1}{2}|^{1+c_2} - |v_t^\varepsilon(v)|^{1+c_2} + \frac{1}{2}(1 + c_2)|v_t^\varepsilon(v)|^{c_2} < 0,
\]
and a contradiction is reached.

The estimate \( r_t^\varepsilon \geq -3/4 \) is obtained analogously, and the Lemma is proved.
Lemma 3.10 For $x \leq -M$, $\tau_x \leq T_M$ a.s. on the event $\mathcal{E}_{T_M}$.

Proof: For any $x \leq -M$ compare $x^\varepsilon(x)$ with $v^\varepsilon(x-1)$. The statement follows from Corollary 3.1, Lemma 3.9 and the definition of the time instant $T_M$.

3.5 Final estimate for $|x_i^\varepsilon - x_i^0|$, $a = -\infty$

Proposition 3.3 Let $a = -\infty$, $\rho \in (0, 1)$. Let $x^\varepsilon(x)$ and $x^0(x)$ satisfy (3.13). Let $T(\varepsilon)$ be an exponentially distributed random variable with mean $1/\beta_\varepsilon$ and let $\xi^\varepsilon$ and $T(\varepsilon)$ be independent. Then for any $\gamma \in (0, (1 - \rho)/4)$, there is $\varepsilon_0 > 0$ and $\varepsilon_1 > 0$ such that the following estimate holds for all $0 < \varepsilon \leq \varepsilon_0$ and $0 < p \leq \varepsilon_1$:

$$
\sup_{x \leq b - \varepsilon^2} \mathbb{P}_x \left( \sup_{t \in [\tau_{\varepsilon} \wedge T(\varepsilon)]} x_i^\varepsilon(x) \geq -M + 1 \text{ or } \sup_{t \in [\tau_{\varepsilon} \wedge T(\varepsilon)]} |x_i^\varepsilon(x) - x_i^0(x)\tau_{\varepsilon}(x^\varepsilon(x))| \geq \frac{\varepsilon^2\gamma}{2} \right) \leq \exp \left( -1/\varepsilon^3 \right)
$$

(3.91)

where $\tau_x = \inf\{t \geq 0 : x_i^\varepsilon(x) \geq -M\}$.

Proof: For $x \in [-M, b - \varepsilon^2]$ we have $\tau_x = 0$ and the estimate coincides with those of Proposition 3.2 applied for a potential well $[-M, b - \varepsilon^2]$, i.e. for the estimate holds for $0 < \varepsilon \leq \varepsilon_1$ and $0 < p \leq p_1$.

Consider the case $x \leq -M$. First due to Lemma 3.1, $\mathbb{P}(\mathcal{E}_{T_M}^c) \leq e^{-1/\varepsilon^2}$, $0 < \varepsilon \leq \varepsilon_2$, $0 < p \leq p_2$. Then, with the help of Markov property we obtain

$$
\mathbb{P} \left( \sup_{t \in [0, \tau_{\varepsilon} \wedge T(\varepsilon)]} x_i^\varepsilon(x) \geq -M + 1 \text{ or } \sup_{t \in [\tau_{\varepsilon} \wedge T(\varepsilon)]} |x_i^\varepsilon(x) - x_i^0(x)\tau_{\varepsilon}(x^\varepsilon(x))| \geq \frac{\varepsilon^2\gamma}{2} \right)
$$

$$
= \mathbb{P}(\mathcal{E}_{T_M}^c) + \mathbb{P} \left( \sup_{t \in [0, \tau_{\varepsilon} \wedge T(\varepsilon)]} x_i^\varepsilon(x) \geq -M + 1, \mathcal{E}_{T_M} \right) (= 0)
$$

$$
+ \mathbb{P} \left( \sup_{t \in [0, \tau_{\varepsilon} \wedge T(\varepsilon)]} x_i^\varepsilon(x) < -M + 1, \sup_{t \in [\tau_{\varepsilon} \wedge T(\varepsilon)]} |x_i^\varepsilon(x) - x_i^0(x)\tau_{\varepsilon}(x^\varepsilon(x))| \geq \frac{\varepsilon^2\gamma}{2}, \mathcal{E}_{T_M} \right)
$$

$$
\leq \mathbb{P}(\mathcal{E}_{T_M}^c) + \mathbb{P} \left( \sup_{y \in [-M, -M + 1]} \sup_{t \in [0, T(\varepsilon)]} |x_i^\varepsilon(y) - x_i^0(y)| \geq \frac{\varepsilon^2\gamma}{2} \right) \leq e^{-1/\varepsilon^2}
$$

for some positive $0 < p \leq \min\{p_1, p_2\}$ and $0 < \varepsilon \leq \min\{\varepsilon_1, \varepsilon_2\}$ small enough.

4 Exit from a single well

For $i = 1, \ldots, n$ consider the wells of the potential $U$ with local minima at $m_i$. For $\varepsilon > 0$ and $\gamma > 0$ consider the following $\varepsilon$-dependent inner neighbourhoods of the wells:

$$
\Omega_i^\varepsilon = (s_{i-1}, s_i),
$$

$$
\Omega_i^\varepsilon = [s_{i-1} + 2\varepsilon\gamma, s_i - 2\varepsilon\gamma],
$$

(4.1)

where by convention $\Omega_i^\varepsilon = (-\infty, s_i), \Omega_i^\varepsilon = (-\infty, s_1 - 2\varepsilon\gamma), \Omega_i^\varepsilon = (s_{n-1}, +\infty)$, and $\Omega_i^\varepsilon = [s_{n-1} + 2\varepsilon\gamma, +\infty)$.

Consider the following life times of the process $X^\varepsilon$ in the potential wells:

$$
\sigma^i(\varepsilon) = \inf\{t \geq 0 : X_i^\varepsilon(t) \notin [s_{i-1} + \varepsilon\gamma, s_i - \varepsilon\gamma]\}, \quad i = 1, \ldots, n.
$$

(4.2)

Let

$$
\lambda^i(\varepsilon) = H_- \left( \frac{s_{i-1} - m_i}{\varepsilon} \right) + H_+ \left( \frac{s_i - m_i}{\varepsilon} \right), \quad i = 1, \ldots, n.
$$

(4.3)
Proposition 4.1 There exists \( \gamma_0 > 0 \) such that for any \( 0 < \gamma \leq \gamma_0, x \in \Omega_i^\varepsilon, i = 1, \ldots, n \), any \( C > 0 \) there exists \( \varepsilon_0 > 0 \) such that for \( 0 < \varepsilon \leq \varepsilon_0 \),

\[
e^{-u(1+C)}(1-C) \leq \mathbb{P}_x \left( \lambda^i(\varepsilon)\sigma^i(\varepsilon) > u \right) \leq e^{-u(1-C)}(1+C).
\]

Consequently,

\[
\lim_{\varepsilon \downarrow 0} \lambda^i(\varepsilon) \mathbb{E}_x \sigma^i(\varepsilon) = 1.
\]

Moreover, for \( j \neq i \),

\[
\lim_{\varepsilon \downarrow 0} \mathbb{P}_x (X^\varepsilon_{\sigma^j(\varepsilon)} \in \Omega_j^\varepsilon) = \frac{q_j}{q_i}.
\]

Proposition 4.1 will easily follow from Lemmas 4.2 and 4.3 formulated below. The proof is rather technical and consists in applying the strong Markov property and accurate estimations of certain probabilities.

4.1 Useful technicalities

4.1.1 Dynamics between big jumps

Due to the strong Markov property, for any stopping time \( \tau \) the process \( \xi_{\tau} - \xi_{\tau-} \), \( t \geq 0 \), is also a Lévy process with the same law as \( \xi^\varepsilon \).

For \( k \geq 1 \) consider processes

\[
\xi^k_{\tau} = \xi_{\tau+k-1} - \xi_{\tau-}, \\
x^k_{\tau}(x) = x - \int_0^t U'(x^k_{s-}) \, ds + \varepsilon \xi^k_{\tau}, \quad t \in [0, T_k].
\]

In our notation, for \( x \in \mathbb{R} \),

\[
X^\varepsilon_{\tau} = x^1_{\tau}(x) + \varepsilon W^\varepsilon[x = T^\varepsilon_1], \quad t \in [0, T^\varepsilon_1], \\
X^\varepsilon_{\tau+\tau_1} = x^2_{\tau_1}(x^1_{\tau} + \varepsilon W_1) + \varepsilon W_2 I\{t = T^\varepsilon_2\}, \quad t \in [0, T^\varepsilon_2], \\
\cdots \\
X^\varepsilon_{\tau+\cdots+\tau_{k-1}} = x^k_{\tau_{k-1}}(x^k_{\tau_{k-1}-1} + \varepsilon W^\varepsilon_{k-1}) + \varepsilon W^\varepsilon_k I\{t = T^\varepsilon_k\}, \quad t \in [0, T^\varepsilon_k].
\]

Denote \( W^0 = T^0_0 = 0, x^1(0) = x \), and write \( I\{A\} \) for the indicator function of a measurable set \( A \).

4.1.2 Constants \( \rho \), \( \gamma \) and \( p_0 \)

We assume that the threshold power \( \rho \) and the constant \( \gamma_0 \) are fixed and satisfy

\[
\frac{1}{2} < \rho < 1, \quad 0 < \gamma_0 < \frac{1}{4}(1-\rho).
\]

Then, for \( 0 < \gamma \leq \gamma_0 \) there is \( p_0 > 0 \) such that Propositions 3.2 and 3.3 hold simultaneously for all wells \( \Omega_i^\varepsilon \), \( i = 1, \ldots, n \), for \( 0 < p \leq p_0 \) and \( 0 < \varepsilon \leq \varepsilon_1 \). Further, we require that

- \( 2\gamma < \rho < 1 - 2\gamma \) (will be used in Steps A1-2 and A2-2 of Section 4.2 and Steps B1-2 and B2-2 of Section 4.3),

- \( r(2\rho - 1) + \gamma > 0 \) (will be used in Step A2-2 of Section 4.2 and Steps B1-2 and B2-2 of Section 4.3),

where \( r > 0 \) is the index of regular variation of the tail of Lévy measure (Assumption L2), which obviously holds for \( \rho \) and \( \gamma \) satisfying (4.9)
4.1.3 Constant $c$

Throughout this section we use a constant $c$ such that the following holds for $\varepsilon \in (0, \varepsilon_0]$ for some $\varepsilon_0 > 0$:  
\[
\sup_{y \in [x_{i-1} + \varepsilon_i, x_i - \varepsilon_i]} |X_i^0(y) - m_i| \leq \frac{\varepsilon_i^2}{2} \text{ for } t \geq c|\ln \varepsilon|, \quad i = 1, \ldots, n, \\
\sup_{|y - s| \geq \varepsilon_i} |X_i^0(y) - s_i| \geq \varepsilon_i^2 + 2\varepsilon_i^2 \text{ for } t \geq c\varepsilon_i^2, \quad i = 1, \ldots, n - 1.
\]

(4.10)

Let us show that these inequalities hold for some $c > 0$. Let $T(x, y) = \inf\{t \geq 0 : X_i^0(x) = y\}$. Then for any $i = 1, \ldots, n$, and due to the properties of $U$ we need to show that  
\[
T(s_{i-1} + \varepsilon_i, m_i - \varepsilon_i^2/2), T(s_i - \varepsilon_i, m_i + \varepsilon_i^2/2) \leq c|\ln \varepsilon|, \quad i = 1, \ldots, n, \\
T(s_i - \varepsilon_i, s_i - \varepsilon_i - 2\varepsilon_i^2), T(s_i + \varepsilon_i, s_i + \varepsilon_i + 2\varepsilon_i^2) \leq c\varepsilon_i^2, \quad i = 1, \ldots, n - 1.
\]

(4.11)

what easily follows from nondegeneracy properties of potential’s extremae (Assumption U2).

4.1.4 Technical Lemma

For definiteness, we assume as in Section 3 that the well’s minimum is located at the origin, and denote well’s boundaries as $-\infty < a < b < +\infty$. Denote $\lambda(\varepsilon) = H_-(\frac{\varepsilon}{\varepsilon}) + H_+(\frac{\varepsilon}{\varepsilon})$. Denote  
\[
I = [a, b], \\
I_{c,1} = [a + \varepsilon_i, b - \varepsilon_i], \\
I_{c,2} = [a + \varepsilon_i + \varepsilon_i^2, b - \varepsilon_i - \varepsilon_i^2].
\]

(4.12)

if $a > -\infty$ and  
\[
I = (-\infty, b], \\
I_{c,1} = (-\infty, b - \varepsilon_i], \\
I_{c,2} = (-\infty, b - \varepsilon_i - \varepsilon_i^2].
\]

(4.13)

if $a = -\infty$.

For $y \in I_{c,1}, j \geq 1$, we introduce the following events:
\[
A_y^1 = A^1(y) = \{x^1_t(y) \in I_{c,1}, s \in [0, T_j), x^1_{T_j}(y) + \varepsilon_i \in I_{c,1}\}, \\
A_y^{-1} = A^{-1}(y) = \{x^1_t(y) \in I_{c,1}, s \in [0, T_j), x^1_{T_j}(y) + \varepsilon_i \notin I_{c,1}\}, \\
B_y^1 = B^1(y) = \{x^1_t(y) \in I_{c,1}, s \in [0, T_j), x^1_{T_j}(y) + \varepsilon_i \in I_{c,2}\}, \\
E^1_y = \{x^1_t(y) \leq -M + 1 \} \cup \{x^1_t(y) - x^1_{T_j}(y) \leq \frac{\varepsilon_i^2}{2}\} \text{ if } a > -\infty,
\]

\[
E^1_y = \{x^1_t(y) \leq -M + 1 \} \cup \{x^1_t(y) - x^1_{T_j}(y) \leq \frac{\varepsilon_i^2}{2}\} \text{ if } a = -\infty.
\]

(4.14)

with $M > 0$ and $\tau_y$ defined in Section 3.4. Let also $A_y = A^1_y, A_y^{-1}, B_y = B^1_y, E_y = E^1_y$.

Due to Propositions 3.2 and 3.3,  
\[
\sup_{y \in I_{c,1}} P(E_y^0) \leq e^{-1/\varepsilon^2} \text{ for } 0 < \varepsilon \leq \varepsilon_0 \text{ and } \varepsilon \text{ small enough.}
\]

The following Lemma will also be used in the sequel.

Lemma 4.1 There exists a positive $\varepsilon_0$ such that the following holds true for all $0 < \varepsilon \leq \varepsilon_0$ and $y \in I_{c,\varepsilon}$  
1. $\{A_y\} \{E_y\} \{T_1 \geq c|\ln \varepsilon|\} \leq \{\varepsilon W_1 \in I\}$,  
2. $\{B_y\} \{E_y\} \{|\varepsilon W_1| > \frac{\varepsilon_i^2}{2}\} \{T_1 \geq c|\ln \varepsilon|\} \leq \{\varepsilon W_1 \notin I_{c,2}\}$,  
3. $\{A_y\} \{E_y\} \{T_1 \geq c|\ln \varepsilon|\} \geq \{E_y\} \{T_1 \geq c|\ln \varepsilon|\} \{\varepsilon W_1 \in [a + 3\varepsilon_i, b - 3\varepsilon_i]\}$,  
4. $\{B_y\} \{E_y\} \{T_1 \geq c|\ln \varepsilon|\} \geq \{E_y\} \{T_1 \geq c|\ln \varepsilon|\} \{\varepsilon W_1 \notin [a - \varepsilon_i - \varepsilon_i^2, b + \varepsilon_i + \varepsilon_i^2]\}$.

(4.15)

Proof: Essentially the statements follow from the fact that on $E_y \cap \{T_1 \geq c|\ln \varepsilon|\}$, the inequality $|x^2_{T_1}(y)| \leq \varepsilon_i^2$ holds a.s. for all $y \in I_{c,1}$. Indeed, if $a$ is finite this follows from Proposition 3.2 and definition of the time $c|\ln \varepsilon|$. If $a = -\infty$, the statement follows from Proposition 3.3.
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4.2 Proof of Proposition 4.1. Upper estimate

In this subsection we give an estimate of \( P_x(\lambda(\varepsilon)\sigma(\varepsilon) > u) \) from above as \( \varepsilon \to 0 \), \( u > 0 \).

Lemma 4.2 For any \( C > 0 \) there exist \( \varepsilon_0 > 0 \) such that for \( 0 < \varepsilon \leq \varepsilon_0 \) and \( x \in I_{\varepsilon,2} \)

\[
P_x(\lambda(\varepsilon)\sigma(\varepsilon) > u) \leq e^{-u(1-C)(1+C)},
\]

uniformly in \( u \geq 0 \).

**Proof:** For \( x \in I_{\varepsilon,1} \), we use the following obvious inequality

\[
P_x(\lambda(\varepsilon)\sigma(\varepsilon) > u) = \sum_{k=1}^{\infty} P(\lambda(\varepsilon)\tau_k > u) P_x(\sigma(\varepsilon) = \tau_k)
+ \sum_{k=1}^{\infty} P(\lambda(\varepsilon)\sigma(\varepsilon) > u | \sigma(\varepsilon) \in (\tau_{k-1}, \tau_k)) P_x(\sigma(\varepsilon) \in (\tau_{k-1}, \tau_k))
\]

\[
\leq \sum_{k=1}^{\infty} P(\lambda(\varepsilon)\tau_k > u) \left[ P_x(\sigma(\varepsilon) = \tau_k) + P_x(\sigma(\varepsilon) \in (\tau_{k-1}, \tau_k)) \right].
\]

Then for any \( x \in I_{\varepsilon,1} \), applying the independence and law properties of the processes \( x^j, j \in \mathbb{N} \), the following chain of inequalities is deduced which results in a factorisation formula for the probability under estimation:

\[
P_x(\sigma(\varepsilon) = \tau_k) = E_x[\{X^\varepsilon_s \in I_{\varepsilon,1}, s \in [0, \tau_k), X^\varepsilon_{\tau_k} \notin I_{\varepsilon,1}\}
= E_x \prod_{j=1}^{k-1} \{A^j(\varepsilon X^\varepsilon_{\tau_{j-1}}) \cdot I\{B^j(\varepsilon X^\varepsilon_{\tau_{j-1}}) \}
\leq E \prod_{j=1}^{k-1} \sup_{y \in I_{\varepsilon,1}} \{A^j_y\} \cdot E \sum_{y \in I_{\varepsilon,1}} \{B^j_y\}
\]

\[
= \prod_{j=1}^{k-1} E \left[ \sup_{y \in I_{\varepsilon,1}} \{A^j_y\} \right] \cdot E \left[ \sup_{y \in I_{\varepsilon,1}} \{B^j_y\} \right] = \left( E \left[ \sup_{y \in I_{\varepsilon,1}} \{A_y\} \right] \right) \left( E \left[ \sup_{y \in I_{\varepsilon,1}} \{B_y\} \right] \right).
\]

Analogously we estimate the probability to exit between the \((k-1)\)-th and the \(k\)-th arrival times of the compound Poisson process \( \eta^x \), \( k \in \mathbb{N} \). Here we distinguish two cases.

In the first case, \( k = 1 \), \( x \in I_{\varepsilon,2} \). Then

\[
P_x(\sigma(\varepsilon) \in (\tau_0, \tau_1)) = P_x(\sigma(\varepsilon) \in (0, T_1)) = E_x[\{X^\varepsilon_s \notin I_{\varepsilon,1} \text{ for some } s \in [0, T_1]\}]
\leq E \left[ \sup_{y \in I_{\varepsilon,2}} \{x^\varepsilon_s(y) \notin I_{\varepsilon,2} \text{ for some } s \in [0, T_1]\} \right].
\]

In the second case, \( k \geq 2 \), \( x \in I_{\varepsilon,1} \). Then

\[
P_x(\sigma(\varepsilon) \in (\tau_{k-1}, \tau_k)) = E_x[\{X^\varepsilon_s \in I_{\varepsilon,1}, s \in [0, \tau_{k-1}], X^\varepsilon_{\tau_k} \notin I_{\varepsilon,1} \text{ for some } s \in [\tau_{k-1}, \tau_k)\}
= E \left[ \sup_{y \in I_{\varepsilon,1}} \{A^y_{\tau_{k-1}}\} \cdot E \left[ \sup_{y \in I_{\varepsilon,1}} \{B^y_{\tau_{k-1}}\} \right] \right]
\leq E \prod_{j=1}^{k-2} \sup_{y \in I_{\varepsilon,1}} \{A^y_j\} \cdot E \left[ \sup_{y \in I_{\varepsilon,1}} \{B^y_{\tau_{k-1}}\} \right] = \left( E \left[ \sup_{y \in I_{\varepsilon,1}} \{A_y\} \right] \right) \left( E \left[ \sup_{y \in I_{\varepsilon,1}} \{B_y\} \right] \right).
\]

Next we specify separately in four steps the further estimation for the four different events appearing in the formulae for \( P_x(\sigma(\varepsilon) = \tau_k) \) and \( P_x(\sigma(\varepsilon) \in (\tau_{k-1}, \tau_k)) \).
Step A1-1. Consider $\mathbb{I}\{A_y\}$. For $y \in I_{c,1}$, we may estimate with help of Lemma 4.1

\[
\mathbb{I}\{A_y\} \leq \mathbb{I}\{A_y\}\mathbb{I}\{E_y\} + \mathbb{I}\{E_y^c\} \leq \mathbb{I}\{A_y\}\mathbb{I}\{E_y\}\mathbb{I}\{|eW_1| > \frac{e^2}{2}\} + \mathbb{I}\{|eW_1| \leq \frac{e^2}{2}\} + \mathbb{I}\{E_y^c\} \\

to (4.21)
\]

\[
\leq \mathbb{I}\{A_y\}\mathbb{I}\{E_y\}\mathbb{I}\{|eW_1| > \frac{e^2}{2}\}\mathbb{I}\{T_1 \geq c|\ln \varepsilon|\} \\
\quad + \mathbb{I}\{A_y\}\mathbb{I}\{E_y\}\mathbb{I}\{|eW_1| > \frac{e^2}{2}\}\mathbb{I}\{T_1 < c|\ln \varepsilon|\} + \mathbb{I}\{|eW_1| \leq \frac{e^2}{2}\} + \mathbb{I}\{E_y^c\} \\
\leq \mathbb{I}\{|eW_1| > \frac{e^2}{2}\}\mathbb{I}\{T_1 < c|\ln \varepsilon|\} + \mathbb{I}\{|eW_1| \leq \frac{e^2}{2}\} + \mathbb{I}\{E_y^c\} \\
\quad + \mathbb{I}\{eW_1 \in I\} + \mathbb{I}\{|eW_1| > \frac{e^2}{2}\}\mathbb{I}\{T_1 < c|\ln \varepsilon|\} + \mathbb{I}\{|eW_1| \leq \frac{e^2}{2}\} + \mathbb{I}\{E_y^c\}
\]

Step A2-1. Consider $\mathbb{I}\{B_y\}$. For $y \in I_{c,1}^c$, we may estimate with help of Lemma 4.1

\[
\mathbb{I}\{B_y\} \leq \mathbb{I}\{B_y\}\mathbb{I}\{E_y\} + \mathbb{I}\{E_y^c\} \\
\quad + \mathbb{I}\{B_y\}\mathbb{I}\{E_y\}\mathbb{I}\{|eW_1| > \frac{e^2}{2}\}\mathbb{I}\{T_1 < c|\ln \varepsilon|\} + \mathbb{I}\{|eW_1| \leq \frac{e^2}{2}\} + \mathbb{I}\{E_y^c\}
\]

Step A3-1. Consider $\mathbb{I}\{x^1_s(y) \notin I_{c,1}\}$ for some $s \in [0,T_1]$. For $y \in I_{c,2}$, we may estimate

\[
\mathbb{I}\{x^1_s(y) \notin I_{c,1}\} \leq \mathbb{I}\{E_y^c\} + \sup_{y \in I_{c,1}} \mathbb{I}\{x^1_s(y) \notin I_{c,1}\} \quad \text{for some } s \in [0,T_1] \quad \mathbb{I}\{E_y^c\} = \mathbb{I}\{E_y^c\}
\]

Step A4-1. Consider $\mathbb{I}\{A_y\}\mathbb{I}\{x^2_s(x^1_t(y) + eW_1) \notin I_{c,1}\}$ for some $s \in [0,T_2]$ for $y \in I_{c,1}$, we may estimate

\[
\mathbb{I}\{A_y\}\mathbb{I}\{x^2_s(x^1_t(y) + eW_1) \notin I_{c,1}\} \quad \text{for some } s \in [0,T_2]\]

\[
= \mathbb{I}\{x^1_s(y) \in I_{c,2}\}, x^1_t(y) + eW_1 \notin I_{c,1}\} \quad \text{for some } s \in [0,T_2]\]

\[
+ \mathbb{I}\{x^1_s(y) \in I_{c,1}\}, x^1_t(y) + eW_1 \in I_{c,1}\} \quad \text{for some } s \in [0,T_2]\]

\[
\leq \sup_{y \in I_{c,2}} \mathbb{I}\{x^1_s(y) \notin I_{c,1}\} \quad \text{for some } s \in [0,T_2]\]

\[
+ \mathbb{I}\{x^1_s(y) \in I_{c,1}, s \in [0,T_1]\}
\]

The first term in the resulting expression in the Step A4-1 is identical to the expression handled in Step A3-1, while the second term requires an inessential modification of the estimation in Step A2-1, namely we consider an event $\{x^1_s(y) + eW_1 \notin I_{c,1}\} \cup \{x^1_s(y) + eW_1 \notin I_{c,1}\}$ instead of $\{x^1_s(y) + eW_1 \notin I_{c,1}\}$.

Now we apply (4.21), (4.22), (4.23) and (4.24) to estimate the expectations treated in Steps A1-1 — A1-4 above. Let $C$ be a positive constant.

Step A1-2. Estimate $E \left[ \sup_{y \in I_{c,1}} \mathbb{I}\{A_y\} \right]$. We get for $2\gamma < \rho < 1 - 2\gamma$, some $\varepsilon > 0$ and all $\varepsilon \leq \varepsilon$ that

\[
E \left[ \sup_{y \in I_{c,1}} \mathbb{I}\{A_y\} \right] \leq P(eW_1 \in I) + P(|eW_1| > \frac{e^2}{2}\} \mathbb{I}\{T_1 < c|\ln \varepsilon|\} + \sup_{y \in I_{c,1}} P(E_y^c) \\
1 - \frac{H_{-}(a/\varepsilon) + H_{+}(b/\varepsilon)}{\beta\varepsilon} + \frac{H(1/(2e^{1-2\gamma}))}{\beta\varepsilon} \cdot c\beta\varepsilon|\ln \varepsilon| + e^{-1/\varepsilon^p} \\
\leq 1 - \frac{H_{-}(a/\varepsilon) + H_{+}(b/\varepsilon)}{\beta\varepsilon} \left( 1 - \frac{c\beta\varepsilon H(1/(2e^{1-2\gamma}))|\ln \varepsilon| + \beta\varepsilon e^{-1/\varepsilon^p}}{H_{-}(a/\varepsilon) + H_{+}(b/\varepsilon)} \right) \\
\leq 1 - \frac{\lambda(\varepsilon)}{\beta\varepsilon} \left( 1 - \frac{C}{5} \right).
\]
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Step A2-2. Estimate $\mathbb{E} \left[ \sup_{y \leq I_{\varepsilon,1}} \mathbb{I}\{B_y\} \right]$. In fact, for $r(2\rho - 1) + \gamma > 0$ and $2\gamma < \rho < 1 - 2\gamma$ and $\varepsilon \leq \varepsilon_2$

\[
\mathbb{E} \left[ \sup_{y \leq I_{\varepsilon,1}} \mathbb{I}\{B_y\} \right] \leq \mathbb{P}(\varepsilon W_1 \notin I_{\varepsilon,2}) + \mathbb{P}(|\varepsilon W_1 - e^{\gamma t}| > \frac{\varepsilon^2}{2}) \mathbb{P}(T_1 < c|\ln \varepsilon|) + \mathbb{P}(T_1 < c\varepsilon) + \sup_{y \leq I_{\varepsilon,1}} \mathbb{P}(E_y^c) \\
\leq H^{-}(a + e^\gamma + e^{2\gamma})/\varepsilon) + H^+((b - e^-\gamma - e^{2\gamma})/\varepsilon) + cH(1/(2e^{1-2\gamma}))|\ln \varepsilon| + c\beta e^{-1/\varepsilon^p} \\
= H^{-}(a/\varepsilon) + H^+(b/\varepsilon) \\
\times \left( H^{-}(a + e^\gamma + e^{2\gamma})/\varepsilon) + H^+((b - e^-\gamma - e^{2\gamma})/\varepsilon) + c\beta e^{-1/\varepsilon^p} \frac{H^{-}(a/\varepsilon) + H^+(b/\varepsilon)}{H^{-}(a/\varepsilon) + H^+(b/\varepsilon)} \right) \\
\leq \frac{\lambda(\varepsilon)}{\beta \varepsilon} \left( 1 + \frac{C}{5} \right). \tag{4.26}
\]

On this step to estimate the ratio $H^+((b - e^-\gamma - e^{2\gamma})/\varepsilon)/H^+(b/\varepsilon)$ we used the uniform convergence of slowly varying functions, see Proposition B.1.

Step A3-3. Estimate $\mathbb{E} \left[ \sup_{y \leq I_{\varepsilon,1}} \mathbb{I}\{x_s^1(y) \notin I_{\varepsilon,1} \text{ for some } s \in [0,T_1]\} \right]$. We have for $\varepsilon \leq \varepsilon_3$

\[
\mathbb{E} \left[ \sup_{y \leq I_{\varepsilon,1}} \mathbb{I}\{x_s^1(y) \notin I_{\varepsilon,1} \text{ for some } s \in [0,T_1]\} \right] \leq \sup_{y \leq I_{\varepsilon,1}} \mathbb{P}(E_y^c) \leq e^{-1/\varepsilon^p} \leq \frac{C}{5} \cdot \frac{\lambda(\varepsilon)}{\beta \varepsilon}. \tag{4.27}
\]

Step A4-2. Estimate $\mathbb{E} \left[ \sup_{y \leq I_{\varepsilon,1}} \mathbb{I}\{x_s^2(x_{T_1}^1(y) + \varepsilon W_1) \notin I_{\varepsilon,1} \text{ for some } s \in [0,T_2]\} \right]$. We finally obtain for $\varepsilon \leq \varepsilon_4$

\[
\mathbb{E} \left[ \sup_{y \leq I_{\varepsilon,1}} \mathbb{I}\{x_s^2(x_{T_1}^1(y) + \varepsilon W_1) \notin I_{\varepsilon,1} \text{ for some } s \in [0,T_2]\} \right] \\
\leq \mathbb{P}(E_y^c) + \mathbb{P}(\varepsilon W_1 \in [a + e^\gamma - e^{2\gamma}, a + e^\gamma + 2e^{2\gamma}]) + \mathbb{P}(\varepsilon W_1 \in [b - e^-\gamma - 2e^{2\gamma}, b - e^-\gamma + e^{2\gamma}]) \tag{4.28} \\
+ \mathbb{P}(\varepsilon W_1 > \frac{e^{\gamma}}{2}) \mathbb{P}(T_1 < c|\ln \varepsilon|) + \sup_{y \leq I_{\varepsilon,1}} \mathbb{P}(E_y^c) \leq \frac{C}{5} \cdot \frac{\lambda(\varepsilon)}{\beta \varepsilon}.
\]

Then for $x \in I_{\varepsilon,2}$, $0 < \varepsilon \leq \varepsilon_0$ and $\varepsilon \leq \varepsilon_5 < \min\{\varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4\}$,

\[
P_x(\lambda(\varepsilon)\sigma(\varepsilon) > u) \leq P_\varepsilon(\lambda(\varepsilon)\tau_1 > u) \frac{\lambda(\varepsilon)}{\beta \varepsilon} \left( 1 + \frac{2C}{5} \right) \\
+ \sum_{k=2}^{\infty} P_\varepsilon(\lambda(\varepsilon)\tau_k > u) \left[ 1 - \frac{\lambda(\varepsilon)}{\beta \varepsilon} \left( 1 - \frac{C}{5} \right) \right]^{k-1} \frac{\lambda(\varepsilon)}{\beta \varepsilon} \left[ 1 + \frac{C}{5} + \frac{C/5}{1 - \frac{\lambda(\varepsilon)}{\beta \varepsilon}} \right] \tag{4.29}
\]

\[
\leq \sum_{k=1}^{\infty} \int_0^\infty \beta \varepsilon e^{-\frac{\beta \varepsilon}{\lambda(\varepsilon)} t} (k-1)! dt \left[ 1 - \frac{\lambda(\varepsilon)}{\beta \varepsilon} \left( 1 - \frac{C}{5} \right) \right]^{k-1} \frac{\lambda(\varepsilon)}{\beta \varepsilon} \left( 1 + \frac{3C}{5} \right) \\
\leq \left( 1 + \frac{3C}{5} \right) \int_0^\infty e^{-t(1-C/5)} dt \leq \frac{1 + 3C/5}{1 - C/5} e^{-u(1-C/5)} \leq e^{-u(1-C)} (1 + C).
\]

In the previous formula we have changed summation and integration. This can be done due to uniform convergence of the series which follows from dominated convergence.

\[\blacksquare\]

4.3 Proof of Proposition 4.1. Lower estimate

In this subsection we estimate $P_x(\lambda(\varepsilon)\sigma(\varepsilon) > u)$ from below as $\varepsilon \to 0$, $u > 0$. This leads to the following Lemma with a rather technical proof again.
Lemma 4.3 For any $C > 0$ there exist $\varepsilon_0 > 0$ such that for all $0 < \varepsilon \leq \varepsilon_0$ and $x \in I_{\varepsilon, 2}$

$$P_x (\lambda(x) \sigma(\varepsilon) > u) \geq e^{-u(1+C)(1-C)}$$

uniformly in $u \geq 0$.

Proof: We use the following inequality:

$$P_x (\lambda(x) \sigma(\varepsilon) > u) \geq \sum_{k=1}^{\infty} P (\lambda(x) \tau_k > u) P_x (\sigma(\varepsilon) = \tau_k).$$

With arguments analogous to (4.18) we obtain the factorization

$$P_x (\sigma(\varepsilon) = \tau_k) = E_x \mathbb{I} \{ X_{s}^\varepsilon \in I_{s,1}, s \in [0, \tau_k), X_{\tau_k}^\varepsilon \notin I_{\varepsilon,1} \}$$

$$= E_x \prod_{j=1}^{k-1} \mathbb{I} \{ A_j^c(X_{\tau_j-1}^\varepsilon) \} \cdot \mathbb{I} \{ B_k^c(X_{\tau_k-1}^\varepsilon) \}$$

$$\geq E_x \prod_{j=1}^{k-1} \mathbb{I} \{ A_j^c(X_{\tau_j-1}^\varepsilon) \} \cdot \mathbb{I} \{ B_k^c(X_{\tau_k-1}^\varepsilon) \}$$

$$= \left( E \left[ \inf_{y \in I_{\varepsilon,2}} \mathbb{I} \{ A_y^- \} \right] \right)^{1-k} \cdot \left( E \left[ \inf_{y \in I_{\varepsilon,2}} \mathbb{I} \{ B_y \} \right] \right).$$

For $y \in I_{\varepsilon,2}$, we next specify separately in two steps the further estimation for the two different events appearing in the formulae for $P_x (\sigma(\varepsilon) = \tau_k)$.

Step B1-1. Consider the event $\mathbb{I} \{ A_y^- \}$. We may estimate with help of Lemma 4.1

$$\mathbb{I} \{ A_y^- \} \geq \mathbb{I} \{ A_y^- \} \mathbb{I} \{ |\varepsilon W_1| \leq \varepsilon^2 \} \mathbb{I} \{ T_1 \geq c \varepsilon^3 \} \mathbb{I} \{ \varepsilon W_1 \geq c \ln \varepsilon \}$$

$$\geq \mathbb{I} \{ E_y \} \mathbb{I} \{ |\varepsilon W_1| \leq \varepsilon^2 \} \mathbb{I} \{ T_1 \geq c \varepsilon^3 \} \mathbb{I} \{ \varepsilon W_1 \geq c \ln \varepsilon \} \mathbb{I} \{ \varepsilon W_1 \in [a + 3 \varepsilon^3, b - 3 \varepsilon^3] \}$$

$$\geq \mathbb{I} \{ \varepsilon W_1 \leq \varepsilon^2 \} \mathbb{I} \{ T_1 \geq c \varepsilon^3 \} \mathbb{I} \{ \varepsilon W_1 \geq c \ln \varepsilon \} \mathbb{I} \{ \varepsilon W_1 \in [a + 3 \varepsilon^3, b - 3 \varepsilon^3] \} - 2 \mathbb{I} \{ E_y \}$$

$$\geq \mathbb{I} \{ \varepsilon W_1 \leq \varepsilon^2 \} \mathbb{I} \{ T_1 < c \varepsilon^3 \} \mathbb{I} \{ \varepsilon W_1 \in [a + 3 \varepsilon^3, b - 3 \varepsilon^3] \} - 2 \mathbb{I} \{ E_y \}$$

$$= \mathbb{I} \{ \varepsilon W_1 \in [a + 3 \varepsilon^3, b - 3 \varepsilon^3] \} \mathbb{I} \{ T_1 \geq c \varepsilon^3 \} - \mathbb{I} \{ \varepsilon W_1 \leq \varepsilon^2 \} \mathbb{I} \{ T_1 < c \varepsilon^3 \} - 2 \mathbb{I} \{ E_y \}$$

Step B2-1. With help of Lemma 4.1 the event $\mathbb{I} \{ B_y \}$ may be estimated as follows

$$\mathbb{I} \{ B_y \} \geq \mathbb{I} \{ B_y \} \mathbb{I} \{ T_1 \geq c \ln \varepsilon \}$$

$$\geq \mathbb{I} \{ E_y \} \mathbb{I} \{ T_1 \geq c \ln \varepsilon \} \mathbb{I} \{ \varepsilon W_1 \notin [a - \varepsilon^3 - \varepsilon^2, b + \varepsilon^3 + \varepsilon^2] \}$$

$$\geq \mathbb{I} \{ \varepsilon W_1 \notin [a - \varepsilon^3 - \varepsilon^2, b + \varepsilon^3 + \varepsilon^2] \} \mathbb{I} \{ 1 - \mathbb{I} \{ T_1 < c \ln \varepsilon \} - \mathbb{I} \{ E_y \} \}.$$
Step B1-2. Here we estimate $E\left[\inf_{y \in I_{\varepsilon,2}} I\{A^\gamma_y\}\right]$, $2\gamma < \rho < 1 - 2\gamma$, $r(2\rho - 1) + \gamma > 0$. There exists $\varepsilon_1 > 0$ such that for $0 < \varepsilon \leq \varepsilon_1$ the following holds similarly to (4.25) and (4.26)

$$E\left[\inf_{y \in I_{\varepsilon,2}} I\{A^\gamma_y\}\right] \geq P(\varepsilon W_1 \in [a + 3\varepsilon\gamma, b - 3\varepsilon\gamma]) - P(T_1 < \varepsilon\gamma) - P(\varepsilon W_1 > \frac{\varepsilon\gamma}{2})P(T_1 < \varepsilon|\ln\varepsilon|) - 2\sup_{y \in I_{\varepsilon,2}} P(E_y^\gamma)$$

$$\geq 1 - \frac{H_-(a + 3\varepsilon\gamma)/\varepsilon + H_+(b - 3\varepsilon\gamma)/\varepsilon}{\beta_\varepsilon} - c\beta_\varepsilon\varepsilon\gamma - cH(1/(2\varepsilon\gamma - 2))|\ln\varepsilon| - 2\varepsilon^{-1/\varepsilon^\gamma}$$

$$\geq 1 - \frac{\lambda(\varepsilon)}{\beta_\varepsilon} \left(1 + \frac{C}{2}\right).$$

Here we again used the uniform convergence from Proposition B.1.

Step B2-2. We next estimate $E\left[\inf_{y \in I_{\varepsilon,2}} I\{B^\gamma_y\}\right]$, for which we obtain similarly for $0 < \varepsilon \leq \varepsilon_2$ with some $\varepsilon_2 > 0$.

$$E\left[\inf_{y \in I_{\varepsilon,2}} I\{B^\gamma_y\}\right] \geq P(\varepsilon W_1 \notin [a - \varepsilon\gamma - \varepsilon^2\gamma, b + \varepsilon\gamma + \varepsilon^2\gamma]) \left(1 - P(T_1 < \varepsilon|\ln\varepsilon|) - \sup_{y \in I_{\varepsilon,2}} P(E_y^\gamma)\right)$$

$$\geq \frac{\lambda(\varepsilon)}{\beta_\varepsilon} \left(1 - \frac{C}{2}\right)^2 \geq \frac{\lambda(\varepsilon)}{\beta_\varepsilon} \left(1 - \frac{C}{2}\right).$$

Consequently for $0 < \varepsilon \leq \min\{\varepsilon_1, \varepsilon_2\}$ and $x \in I_{\varepsilon,2}$,

$$P_x(\lambda(\varepsilon)|\sigma(\varepsilon) > u) \geq \sum_{k=1}^{\infty} \int_0^u \frac{\beta_\varepsilon}{\lambda(\varepsilon)} e^{\frac{\beta_\varepsilon}{\lambda(\varepsilon)} \frac{2^{k-1}}{(k-1)!}} dt \left[1 - \frac{\lambda(\varepsilon)}{\beta_\varepsilon} \left(1 + \frac{C}{2}\right)^{k-1} \lambda(\varepsilon) \left(1 - \frac{C}{2}\right)\right]$$

$$\geq \left(1 - \frac{C}{2}\right) \int_0^\infty e^{-t(1+C)/2} dt \geq \frac{1 - C/2}{1 + C/2} e^{-u(1+C)/(1-C)} \geq e^{-u(1+C)/(1-C)}.$$ 

See the end of the proof of Lemma 4.2 for the justification of switching the order of summation and integration in the above argument.

Proof of Proposition 4.1: The first statement of Proposition 4.1 follows directly from Lemmas 4.2 and 4.3.

The estimate for the expected value of $\sigma^i(\varepsilon)$ follows easily from the equality

$$\lambda(\varepsilon)E_x\sigma^i(\varepsilon) = \int_0^\infty P_x(\lambda(\varepsilon)|\sigma^i(\varepsilon) > u) du.$$ 

To obtain the third statement we repeat the steps of the argument of Lemmas 4.2 and 4.3 taking $u = 0$ and redefining the event $B^\gamma_y$ in (4.14) and thereafter as

$$\{x^i_y(y) \in I_{\varepsilon,1}, s \in [0, T_j], x^i_{y_1}(y) + \varepsilon W_j \in \Omega^i_j\}. $$

Then, it is easy to see that for $x \in \Omega^i_j$

$$\left[\begin{array}{c}
H_-(\frac{x_j - m_i}{\varepsilon}) - H_-(\frac{x_{j-1} - m_i}{\varepsilon}) \\
H_+\left(\frac{x_{j-1} - m_i}{\varepsilon}\right) + H_+\left(\frac{x_j - m_i}{\varepsilon}\right)
\end{array}\right]^{-1} P_x(X^\varepsilon_{\sigma^i(\varepsilon)} \in \Omega^i_j) \rightarrow 1, \quad \text{if } j < i,$$

$$\left[\begin{array}{c}
H_-(\frac{x_{j-1} - m_i}{\varepsilon}) - H_-(\frac{x_j - m_i}{\varepsilon}) \\
H_+\left(\frac{x_j - m_i}{\varepsilon}\right) + H_+\left(\frac{x_{j-1} - m_i}{\varepsilon}\right)
\end{array}\right]^{-1} P_x(X^\varepsilon_{\sigma^i(\varepsilon)} \in \Omega^i_j) \rightarrow 1, \quad \text{if } i < j.$$ 

and the ratios in brackets converge to $q_{ij}/q_i$ as defined in (2.10).
5 Transitions between the wells

For $0 < \Delta < \Delta_0 = \min_{1 \leq i \leq n} \{|m_i - s_{i-1}|, |m_i - s_i|\}$ and $x \in \mathbb{R}$ denote $B_\Delta(x) = \{y : |x - y| \leq \Delta\}$. Consider the following stopping times:

$$T^i(\varepsilon) = \inf\{t \geq 0 : X^\varepsilon_X(t) \in \bigcup_{k \neq i} \Omega^i_k\},$$

$$\tau^i(\varepsilon) = \inf\{t \geq 0 : X^\varepsilon_X(t) \in \bigcup_{k \neq i} B_\Delta(m_k)\},$$

$$S^i(\varepsilon) = \inf\{t \geq 0 : X^\varepsilon_X(t) \notin B_{2\varepsilon^\gamma}(s_i)\}, \quad i = 1, \ldots, n - 1.$$  \hspace{1cm} (5.1), (5.2), (5.3)

For $x \in \Omega^i_\varepsilon$, $T^i$ is the transition time between the wells. For $x \in B_\Delta(m_i)$, $\tau^i$ is the transition time between $\Delta$-neighbourhoods of wells' minima, and for $x \in B_{2\varepsilon^\gamma}(s_i)$, $S^i_2$ is the exit time from a neighbourhood of the saddle point.

**Lemma 5.1** Let $i = 1, \ldots, n - 1$ and $x \in B_{2\varepsilon^\gamma}(s_i)$. Then

$$\lim_{\varepsilon \downarrow 0} H(1/\varepsilon)E_x S^i(\varepsilon) = 0,$$  \hspace{1cm} (5.4)

**Proof:** To estimate $E_x S^i(\varepsilon)$ we notice that for $x \in B_{2\varepsilon^\gamma}(s_i)$,

$$S^i_2(x) \leq \inf\{t > 0 : |\varepsilon L \cdot x - \varepsilon L \cdot \gamma | > 4\varepsilon^\gamma\} = J(\varepsilon) \text{ a.s.},$$  \hspace{1cm} (5.5)

i.e. the first exit time of $X^\varepsilon$ from the $2\varepsilon^\gamma$-neighbourhood of the saddle point $s_i$ is a.s. bounded from above by the time of the first jump of $\varepsilon L$ exceeding $4\varepsilon^\gamma$. Note that $J(\varepsilon)$ is exponentially distributed with mean

$$E J(\varepsilon) = \left(\int_{|y| > 4\varepsilon^{1-\gamma}} \nu(dy)\right)^{-1} = \frac{1}{H(4/\varepsilon^{1-\gamma})}.$$  \hspace{1cm} (5.6)

The statement of the Lemma follows from the fact that $H(1/\varepsilon)/H(4/\varepsilon^{1-\gamma}) \to 0$ as $\varepsilon \downarrow 0$. \hfill \blacksquare

**Proposition 5.1** For $x \in \Omega^i_\varepsilon$ and $j \neq i$

$$\lim_{\varepsilon \downarrow 0} \mathbb{P}_x(X^\varepsilon_{T^i(\varepsilon)} \in \Omega^j_\varepsilon) = \frac{q_{ij}}{q_i},$$  \hspace{1cm} (5.7)

$$\lim_{\varepsilon \downarrow 0} \mathbb{P}_x(T^i(\varepsilon) > \sigma^i(\varepsilon)) = 0,$$  \hspace{1cm} (5.8)

$$\lim_{\varepsilon \downarrow 0} \lambda^i(\varepsilon) E_x T^i(\varepsilon) = 1.$$  \hspace{1cm} (5.9)

**Proof:** It is obvious that for all $x \in \Omega^i_\varepsilon$

$$\sigma^i(\varepsilon) \leq T^i(\varepsilon) \quad \mathbb{P}_x \text{-a.s.}.$$  \hspace{1cm} (5.10)

We have the inequality

$$\mathbb{P}_x(X^\varepsilon_{T^i(\varepsilon)} \in \Omega^j_\varepsilon) = \mathbb{P}_x(X^\varepsilon_{\sigma^i(\varepsilon)} \in \Omega^j_\varepsilon) + \mathbb{P}_x(X^\varepsilon_{T^i(\varepsilon)} \in \Omega^j_\varepsilon, T^i(\varepsilon) > \sigma^i(\varepsilon)) \geq \mathbb{P}_x(X^\varepsilon_{\sigma^i(\varepsilon)} \in \Omega^j_\varepsilon).$$  \hspace{1cm} (5.11)

Recall (4.6) in Proposition 4.1 and note that $\sum_{j \neq i} \frac{q_{ij}}{q_i} = 1$. Then the limits (5.7) and (5.8) follow.

For any $\delta > 0$ there exists $\varepsilon_0 > 0$ such that for $0 < \varepsilon \leq \varepsilon_0$ the following estimates hold

$$\sup_{x \in \Omega^i_\varepsilon} \mathbb{P}_x \left( X^\varepsilon_{\sigma^i(\varepsilon)} \in \bigcup_{j=1}^{n-1} B_{2\varepsilon^\gamma}(s_j) \right) \leq \delta,$$

$$\sup_{x \in \Omega^i_\varepsilon} \lambda^i(\varepsilon) E_x \sigma^i(\varepsilon) \leq 1 + \delta,$$

$$\max_{1 \leq j \leq n-1} \sup_{x \in B_{2\varepsilon^\gamma}(s_j)} \lambda^i(\varepsilon) E_x S^j(\varepsilon) \leq \delta.$$  \hspace{1cm} (5.12)
Then is easy to see that
\[
\lambda^i(\varepsilon)E_xT^i(\varepsilon) \leq \lambda^i(\varepsilon)E_x\sigma^i(\varepsilon) + \sum_{k=1}^{\infty} (k + 1)(1 + \delta) + k\delta \delta^k \leq 1 + \delta \cdot \text{Const}
\] (5.13)
which proves (5.9). ■

**Proposition 5.2** For any $0 < \Delta < \Delta_0$ the following limits hold
\[
\lim_{\varepsilon \downarrow 0} P_x \left(X_{T^i(\varepsilon)} \in B_\Delta(m_j) \right) = \frac{q_{ij}}{q_i}
\] (5.14)
\[
\lambda^i(\varepsilon)T^i(\varepsilon) \overset{D}{\rightarrow} \exp(1),
\] (5.15)
\[
\lim_{\varepsilon \downarrow 0} \lambda^i(\varepsilon)E_xT^i(\varepsilon) = 1.
\] (5.16)
uniformly for $x \in B_\Delta(m_i)$ and $i = 1, \ldots, n$, $j \neq i$.

**Proof:**
It is obvious that for all $x \in B_\Delta(m_i)$
\[
\sigma^i(\varepsilon) \leq T^i(\varepsilon) \leq \tau^i(\varepsilon) \quad \text{P}_x\text{-a.s.}
\] (5.17)
On the other hand, the main contribution to $\tau^i(\varepsilon)$ is made by the switching time $T^i(\varepsilon)$, for if the trajectory overcomes the saddle point and is in $\Omega'_j$ for some $j \neq i$, it follows the deterministic trajectory with high probability and reaches the set $B_\Delta(m_j)$ in short (logarithmic) time.

First we show that
\[
\lim_{\varepsilon \downarrow 0} P_x \left(\tau^i(\varepsilon) \leq T^i(\varepsilon) + c|\ln \varepsilon| \right) = 1,
\] (5.18)
where $c$ is defined in (4.10). Let $X_{T^i(\varepsilon)}(x) \in \Omega'_j$ for some $j \neq i$. On the event $A_\varepsilon = \{ \omega: \sup_{t \in [0,\mu,|\ln \varepsilon|]} |\varepsilon L_t + T^i(\varepsilon) - \varepsilon L_{T^i(\varepsilon)}| \leq \varepsilon^{4\gamma} \}$ the trajectory $X^\varepsilon_t(X_{T^i(\varepsilon)}(x))$ follows the deterministic trajectory $x^0_t(X_{T^i(\varepsilon)}(x))$ which reaches the small neighbourhood of the local minimum $m_j$ in time $c|\ln \varepsilon|$. The limit (5.18) holds since $P_x(A_\varepsilon) \rightarrow 1$. Then
\[
P_x(X_{T^i(\varepsilon)}(x) \in B_\Delta(m_j)) \geq P_x(X_{T^i(\varepsilon)}(x) \in B_\Delta(m_j), X_{T^i(\varepsilon)}(x) \in \Omega'_j, A_\varepsilon)
\] (5.19)
\[
= P_x(X_{T^i(\varepsilon)}(x) \in \Omega'_j, A_\varepsilon) \geq P_x(X_{T^i(\varepsilon)}(x) \in \Omega'_j) - P_x(A'_\varepsilon) \rightarrow \frac{q_{ij}}{q_i}
\]
and (5.14) is proved since $\sum_{j\neq i} \frac{q_{ij}}{q_i} = 1$.

Convergence (5.15) follows easily from inequality (5.17), limits (5.8) and (5.18) and the fact that $\lambda^i(\varepsilon)|\ln \varepsilon| \rightarrow 0$.

To prove (5.16) we repeat the argument of Proposition 5.1. Indeed, for any $\delta > 0$ there is $\varepsilon_0 > 0$ such that for $0 < \varepsilon \leq \varepsilon_0$ the following inequalities hold
\[
\sup_{x \in \Omega'_j} P_x \left(\sup_{t \in [0,|\ln \varepsilon|]} |\varepsilon L_t| \leq \varepsilon^{4\gamma} \right) \leq \delta,
\sup_{x \in \Omega'_j} \lambda^i(\varepsilon)E_xT^i(\varepsilon) \leq 1 + \delta,
\] (5.20)
\[
\max_{1 \leq j \leq n-1} \sup_{x \in B_{2\gamma}(x_i)} \lambda^i(\varepsilon)E_xS^j(\varepsilon) \leq \delta,
\]
\[
\max_{1 \leq i \leq n} \lambda^i(\varepsilon)|\ln \varepsilon| \leq \delta.
\]
Then it is easy to see that for $0 < \varepsilon \leq \varepsilon_0$
\[
\lambda^i(\varepsilon)E_x\tau^i(\varepsilon) \leq \lambda^i(\varepsilon)(E_xT^i(\varepsilon) + c|\ln \varepsilon|) + \sum_{k=1}^{\infty} [(1 + \delta + \lambda^i(\varepsilon)|\ln \varepsilon|)(k + 1) + k\delta] \delta^k
\] (5.21)
\[
\leq 1 + \delta \cdot \text{Const}
\]
which finishes the proof. ■
6 Metastable behaviour. Proof of Theorem 1

6.1 Convergence on short time intervals

Proposition 6.1 Let $0 < \delta < r$. Then if $x \in \Omega_i$, $i = 1, \ldots, n$, then for $t > 0$

$$X_{t/\varepsilon}(x) \xrightarrow{P} m_i, \quad \varepsilon \downarrow 0. \quad (6.1)$$

Proof: For some $1 \leq i \leq n$, let $x \in \Omega_i$. We shall prove a stronger result: for any $A > 0$ and $0 < \Delta < \Delta_0$

$$\Pr_x \left( \sup_{x \in [c\varepsilon t|\ln \varepsilon], A} |X_{t/\varepsilon}^x - m_i| \leq \Delta \right) = \Pr_y \left( \sup_{y \in [c\varepsilon t|\ln \varepsilon], A} |X_{t/\varepsilon}^y - m_i| \leq \Delta \right) \rightarrow 1, \quad \varepsilon \downarrow 0. \quad (6.2)$$

Indeed, recalling Section 3 we choose $\gamma > 0$ and $c > 0$ such that $|X_{c|\ln \varepsilon}(x) - m_i| \leq \Delta/2$ a.s. on the event $E = \mathcal{E}_{c|\ln \varepsilon} \cap \{T_1 > c|\ln \varepsilon\}$, where $\mathcal{E}_{c|\ln \varepsilon} = \{\sup_{[0,c|\ln \varepsilon]} |x_{\xi(t)}| \leq \varepsilon^{4/(\gamma+1)}\}$. This gives

$$\Pr_x \left( \sup_{x \in [c|\ln \varepsilon], A/\varepsilon} |X_{t/\varepsilon}^x - m_i| > \Delta \right) \leq \sup_{|y-m_i| \leq \Delta/2} \Pr_y \left( \sup_{x \in [c|\ln \varepsilon] - c|\ln \varepsilon]} |X_{t/\varepsilon}^x - m_i| > \Delta \right) + \Pr(E^c)
\leq \sup_{|y-m_i| \leq \Delta/2} \Pr_y \left( \sigma_{\Delta}(\varepsilon) < A/\varepsilon^\delta - c|\ln \varepsilon| \right) + \Pr(E^c)
\leq \sup_{|y-m_i| \leq \Delta/2} \Pr_y \left( \sigma_{\Delta}(\varepsilon) < A/\varepsilon^\delta \right) + \Pr(E_{c|\ln \varepsilon}^c) + \Pr(T_1 \leq c|\ln \varepsilon\),

where $\sigma_{\Delta}(\varepsilon) = \inf\{t > 0 : |X_t^x - m_i| > \Delta\}$. On the other hand we know that for $\lambda_{\Delta}(\varepsilon) = H_{-}(\Delta/\varepsilon) + H_{+}(\Delta/\varepsilon)$,

$$\lambda_{\Delta}(\varepsilon) \sigma_{\Delta}(\varepsilon) \xrightarrow{P} \exp(1). \quad (6.3)$$

Since $\lambda_{\Delta}(\varepsilon)/\varepsilon^\delta \rightarrow 0$ as $\varepsilon \downarrow 0$ we have $\Pr_y \left( \sigma_{\Delta}(\varepsilon) < A/\varepsilon^\delta \right) \rightarrow 0$, as well as $\Pr(E_{c|\ln \varepsilon}^c) \rightarrow 0$ and $\Pr(T_1 \leq c|\ln \varepsilon\) → 0 in the limit of small $\varepsilon$. This finishes the proof of (6.2).

Remark 6.1 It is easy to notice in view of Section 3 that the convergence in Proposition 6.1 is uniform in $x$ for $x \in \Omega_i^\varepsilon$.

6.2 Proof of Theorem 1

Lemma 6.1 For any $t > 0$ and $0 < \Delta < \Delta_0$,

$$\Pr_x \left( X_{t/\varepsilon}^H(1/\varepsilon) \in \bigcup_{j=1}^n B_\Delta(m_j) \right) \rightarrow 1, \quad \varepsilon \downarrow 0. \quad (6.5)$$

uniformly for $x \in \mathbb{R}$.

Proof: Choose $\rho$ and $\gamma$ such that Proposition 4.1 and Lemma 5.1 hold for small $\varepsilon$. Let $|x - s_i| \leq 2\varepsilon^\gamma$ for some $i = 1, \ldots, n - 1$. We know (see Lemma 5.1) that $S^i_\varepsilon(\varepsilon) \leq \inf\{t > 0 : |x_L - x_L^-| > 4\varepsilon^\gamma\}$ a.s. and $J(\varepsilon) \sim \exp(\frac{1}{\pi \varepsilon^{1-\gamma/\gamma}})$ if $1 - \gamma > \rho$. We show that

$$\Pr_x \left( X_{2\varepsilon^{1-\gamma/2}}(1/\varepsilon) \notin \bigcup_{j=1}^n B_\Delta(m_j) \right) \rightarrow 0. \quad (6.6)$$
Indeed, the strong Markov property implies

\[
P_x \left( X^\varepsilon_{2/\varepsilon^{(1-\gamma/2)}} \notin \bigcup_{j=1}^n B_\Delta(m_j) \right) \leq P_x \left( X^\varepsilon_{2/\varepsilon^{(1-\gamma/2)}} \notin \bigcup_{j=1}^n B_\Delta(m_j), S^\varepsilon(\varepsilon) \leq 1/\varepsilon^{r(1-\gamma/2)} \right) + P \left( J(\varepsilon) > 1/\varepsilon^{r(1-\gamma/2)} \right)
\]

\[
= \sum_{k=1}^n E_x \left[ P_{X^\varepsilon_{\delta_i(\varepsilon)}} \left( X^\varepsilon_{2/\varepsilon^{(1-\gamma/2)}-S^\varepsilon(\varepsilon)} \notin \bigcup_{j=1}^n B_\Delta(m_j) \right) \cdot I\{S^\varepsilon(\varepsilon) \leq 1/\varepsilon^{r(1-\gamma/2)}\} \cdot I\{X^\varepsilon_{\delta_i(\varepsilon)} \in \Omega^\varepsilon_i \} \right]
\]

\[
+ E_x \left[ P_{X^\varepsilon_{\delta_i(\varepsilon)}} \left( X^\varepsilon_{2/\varepsilon^{(1-\gamma/2)}-S^\varepsilon(\varepsilon)} \notin \bigcup_{j=1}^n B_\Delta(m_j) \right) \cdot I\{S^\varepsilon(\varepsilon) \leq 1/\varepsilon^{r(1-\gamma/2)}\} \cdot I\{X^\varepsilon_{\delta_i(\varepsilon)} \notin \bigcup_{j=1}^n \Omega^\varepsilon_i \} \right]
\]

\[
+ P \left( J(\varepsilon) > 1/\varepsilon^{r(1-\gamma/2)} \right)
\]

\[
\leq \sum_{k=1}^n \sup_{y \in \Omega^\varepsilon_i} P_y \left( \sup_{\varepsilon \in [\text{in}[\varepsilon], 2/\varepsilon^{r(1-\gamma/2)}]} |X^\varepsilon_s - m_k| > \Delta \right)
\]

\[
+ P \left( \sup_{\varepsilon \in [0, 1/\varepsilon^{r(1-\gamma/2)}]} \varepsilon[L_t - L_{t-}] > a \right) + P \left( J(\varepsilon) > 1/\varepsilon^{r(1-\gamma/2)} \right),
\]

with \( a = \frac{1}{2} \min \{s_2 - s_1, \ldots, s_{n-1} - s_{n-2} \} \). The first summand in the latter formula tends to 0 due to Proposition 6.1. The second summand is estimated by \( 1 - \exp(\varepsilon^{-r(1-\gamma/2)} H(a/\varepsilon)) \to 0 \), and the third summand also tends to 0 due to the definition of \( J(\varepsilon) \).

2. It is clear from the proof that the limit (6.6) holds also for \( x \in \Omega^\varepsilon_i, i = 1, \ldots, n \), and thus for all \( x \in \mathbb{R} \). Then, for \( \varepsilon \) small enough such that \( t/H(1/\varepsilon) > 2/\varepsilon^{r(1-\gamma/2)} \) the application of the Markov property

\[
P_x \left( X^\varepsilon_{t/H(1/\varepsilon)} \notin \bigcup_{j=1}^n B_\Delta(m_j) \right) = E_x \left[ P_{X^\varepsilon_{t/H(1/\varepsilon)-2/\varepsilon^{r(1-\gamma/2)}}} \left( X^\varepsilon_{2/\varepsilon^{(1-\gamma/2)}} \notin \bigcup_{j=1}^n B_\Delta(m_j) \right) \right]
\]

finishes the proof.

**Proof of Theorem 1:**

It is clear from the Markov property that it is sufficient to show that for any \( t > 0 \) and \( x \in \Omega^\varepsilon_i, i = 1, \ldots, n \),

\[
P_x \left( X^\varepsilon_{t/H(1/\varepsilon)} \in B_\Delta(m_j) \right) \to P_{m_i} (Y_t = m_j), \quad j \neq i.
\]

Define a sequence of stopping times \( (\tau(k))_{k \geq 0} \) and states \( (m(k))_{k \geq 0} \) such that \( \tau(0) = 0, m(0) = m_i \) and for \( k \geq 1 \)

\[
\tau(k) = \inf \{t > \tau(k-1) : X^\varepsilon_t \in \bigcup_{i=1}^n B_\Delta(m_i) \setminus B_\Delta(m(k-1)) \},
\]

\[
m(k) = \sum_{j=1}^n m_j I\{X^\varepsilon_{\tau(k)} \in B_\Delta(m_j) \}.
\]

Define also a (non-Markovian) process \( \hat{X}^\varepsilon \) on a state space \( \{m_1, \ldots, m_n\} \)

\[
\hat{X}^\varepsilon_t = \sum_{k=0}^\infty m(k) \cdot I\{t \in [H(1/\varepsilon) \tau(k), H(1/\varepsilon) \tau(k+1)] \}.
\]

The strong Markov property of \( X^\varepsilon \) and Proposition 5.2 imply that

\[
\text{Law} \left( H(1/\varepsilon)(\tau(k+1) - \tau(k)) | \hat{X}^\varepsilon_{\tau(k)} = m_i \right) \to \exp(1/q_i),
\]

\[
P_x (\hat{X}^\varepsilon_{\tau(k+1)} = m_j | \hat{X}^\varepsilon_{\tau(k)} = m_i) \to \frac{q_{ij}}{q_i},
\]

29
uniformly for $k \geq 0$.

The process $Y$ defined in the statement of the Theorem is given by the sequence of its jump times and states, $(\theta(k), Y_k)_{k \geq 0}$ with the property that the interjump times are conditionally independent and exponentially distributed. and for $k \geq 0$, $0 \leq i, j \leq n, i \neq j$,

$$
\text{Law}(\theta(k+1) - \theta(k)|Y_k = m_i) = \exp(1/q_i)
$$

$$
P(Y_{k+1} = m_j|Y_k = m_i) = \frac{q_{ij}}{d_i}. \quad (6.13)
$$

Then

$$
\left| P_x \left( X_{\varepsilon t/H(1/\varepsilon)} \in B_\Delta(m_j) \right) - P_{m_i}(Y_t = m_j) \right| 
\leq \left| P_x \left( X_{\varepsilon t/H(1/\varepsilon)} \in B_\Delta(m_j), \hat{X}_t = m_j \right) \right| + \left| P_x \left( \hat{X}_t = m_j \right) - P_{m_i}(Y_t = m_j) \right|. \quad (6.14)
$$

The second summand in (6.14) vanishes in the limit of small $\varepsilon$ due to the weak convergence of the jump process $\hat{X}_t$ to $Y$. Indeed, in this case the weak convergence is equivalent to the weak convergence of the sequences of jump times and jump sizes (see [Xia92]) $(\tau(k), m(k))_{k \geq 0} \Rightarrow (\theta(k), Y_k)_{k \geq 0}$, which follows from (6.12) and (6.13).

To estimate the first summand in (6.14) we use Lemma 6.1. Indeed,

$$
\left| P_x \left( X_{\varepsilon t/H(1/\varepsilon)} \in B_\Delta(m_j), \hat{X}_t = m_j \right) \right|
= \left| P_x \left( X_{\varepsilon t/H(1/\varepsilon)} \in B_\Delta(m_j), \hat{X}_t = m_j \right) + P_x \left( X_{\varepsilon t/H(1/\varepsilon)} \in B_\Delta(m_j), \hat{X}_t \neq m_j \right) \right| (= 0)
$$

$$
- P_x \left( \hat{X}_t = m_j, X_{\varepsilon t/H(1/\varepsilon)} \in B_\Delta(m_j) \right) - P_x \left( \hat{X}_t = m_j, X_{\varepsilon t/H(1/\varepsilon)} \in \bigcup_{k \neq j} B_\Delta(m_k) \right) (= 0) \quad (6.15)
$$

$$
- P_x \left( \hat{X}_t = m_j, X_{\varepsilon t/H(1/\varepsilon)} \notin \bigcup_{k=1}^n B_\Delta(m_k) \right) \leq P_x \left( X_{\varepsilon t/H(1/\varepsilon)} \notin \bigcup_{k=1}^n B_\Delta(m_k) \right) \to 0,
$$

which finishes the proof of the Theorem.

## A Existence of strong solution

Here we refer to [SG03] where the existence of the strong solution was established for potentials with unique stable point.

First, we note that for the existence and uniqueness of solutions of (2.1) it is enough to demand that $U'$ is locally Lipschitz and $U'(x)x \geq 0$ for $|x| \geq N$, with $N$ large enough.

For brevity, we set $\varepsilon = 1$. Then for $n \geq 1$ consider a family of SDEs with truncated drift,

$$
X^{(n)}_t(x) = x - \int_0^t U'([X_{s-}^{(n)}(x)]_n) \, ds + L_t, \quad (A.1)
$$

where

$$
[x]_n = \begin{cases} 
-n^2, & x < -n^2 \\
- n^2, & -n^2 \leq x \leq n^2, \\
n^2, & x > n^2.
\end{cases} \quad (A.2)
$$

Since for any $n \geq 1$ the drift $U'(\cdot)[\cdot]_n$ is globally Lipschitz, (A.1) has a strongly unique solution for any $\mathcal{F}_t$-measurable $x$ which is a semimartingale by [Pro04, Theorem V.3.6] and also strongly Markov by [Pro04, Theorem V.6.34].

Define a family of stopping times $T^n_x : \Omega \to \mathbb{R} \cup \{+\infty\}$ in the following way

$$
T^n_x = \inf\{t > 0 : \|X^{(n)}_t(x)\| > n^2\}, \quad n \geq 1, \quad (A.3)
$$
with the usual convention that if \(|X_{t}^{(n)}(x,\omega)| \leq n^2\) for all \(t \geq 0\), then \(T_{x}^{n}(\omega) = +\infty\). As \((T_{x}^{n})_{n \geq 1}\) is a non-decreasing sequence, we can define for any \(\omega \in \Omega\) the explosion time

\[
T_{x}(\omega) = \lim_{n \to \infty} T_{x}^{n}(\omega).
\]  

(A.4)

If we show that \(T_{x} = +\infty\) a.s. then using the fact that \(X_{t}^{(n)}(x) = X_{t}^{(n+1)}(x)\) a.s. for \(0 \leq t < T_{x}^{n}\) we obtain the solution of (2.1) by setting

\[
X_{t}(x) = X_{t}^{(n)}_{t \wedge T_{x}^{n}}(x)
\]  

(A.5)

for all \(t\) and \(\omega\) such that \(t < T_{x}^{n}\), see [Pro04, Theorem V.7.34].

Let us suppose to the contrary that there is \(0 < A < \infty\) such that for some \(x \in \mathbb{R}\)

\[
P \left( \lim_{n \to \infty} T_{x}^{n} \leq A \right) = \delta > 0.
\]  

(A.6)

According to this choose \(B > 0\) such that

\[
P \left( \sup_{t \in [0,A]} L_{t} \leq B \right) > 1 - \delta.
\]  

(A.7)

Fix \(\omega \in \{ \lim_{n \to \infty} T_{x}^{n} \leq A \} \cap \{ \sup_{t \in [0,A]} L_{t} \leq B \}\). For \(n \geq 1\) let

\[
S_{x}^{n} = \inf \{ t \in [T_{x}^{n}, T_{x}^{n+1}] : \text{sgn} X_{s}^{n+1}(x) = \text{sgn} X_{t}^{n+1}(x) \text{ and } |X_{s}^{n+1}(x)| \geq N \text{ for } s \in [t, T_{x}^{n+1}] \}
\]  

(A.8)

and \(S_{x}^{n} = T_{x}^{n+1} -\), if there is \(t_{0} \in [T_{x}^{n}, T_{x}^{n+1}]\) such that for \(s \in [t_{0}, T_{x}^{n+1}]\) we have \(\text{sgn} X_{s}^{n+1}(x) \neq \text{sgn} X_{T_{x}^{n+1}}^{n+1}(x)\) or \(|X_{s}^{n+1}(x)| < N\) (or both).

Consider different cases separately. First, if \(S_{x}^{n} = T_{x}^{n+1} -\), we have necessarily that the jump size \(|L_{T_{x}^{n+1}} - L_{T_{x}^{n+1}}^{+}|\) must be bigger than \((n + 1)^2 - N\) which leads to contradiction for \(n\) big enough. If \(S_{x}^{n} \neq T_{x}^{n+1} -\) we have that \(|X_{S_{x}^{n}}^{n+1}(x)| \leq n^2 + 2B\) and \(|X_{T_{x}^{n+1}}^{n+1}(x)| \geq (n + 1)^2\). We note that due to the inequality \(U'(x)x \geq 0\) for \(|x| \geq N\), we have

\[
\text{sgn} \left( X_{r}^{(n+1)}(x) - X_{x}^{(n+1)}(x) \right) = \text{sgn} \int_{S_{x}^{n}}^{T_{x}^{n+1}} U'([X_{s}^{(n+1)}(x)]_{u}) \, ds
\]  

(A.9)

and

\[
|L_{T_{x}^{n+1}} - L_{S_{x}^{n}}| = \left| X_{T_{x}^{n+1}}^{(n+1)}(x) - X_{S_{x}^{n}}^{(n+1)}(x) + \int_{S_{x}^{n}}^{T_{x}^{n+1}} U'([X_{s}^{(n+1)}(x)]_{u}) \, ds \right|
\]  

(A.10)

which also contradicts the assumptions for \(n\) sufficiently big. Thus the existence and uniqueness of the strong solution of (2.1) is established. This solution is also strongly Markov and Feller, see [SG03] and [KP91, Theorem 5.4]

\section{Regular variation}

\textbf{Definition B.1} \(a)\) A positive, Lebesgue measurable function \(l\) on \((0, +\infty)\) is slowly varying at \(+\infty\) if

\[
\lim_{u \to +\infty} \frac{l(\lambda u)}{l(u)} = 1, \quad \lambda > 0.
\]  

(B.1)

\(b)\) A positive, Lebesgue measurable function \(H\) on \((0, +\infty)\) is regularly varying at \(+\infty\) of index \(r \in \mathbb{R}\) if

\[
\lim_{u \to +\infty} \frac{H(\lambda u)}{H(u)} = \lambda^{r}, \quad \lambda > 0.
\]  

(B.2)
For example, positive constants, logarithms and iterated logarithms are slowly varying functions. Further, one can prove that $H$ is regularly varying of index $r$ if and only if there is a slowly varying function $l$ such that

$$H(u) = u^r l(u), \quad u > 0.$$  \hspace{1cm} (B.3)

Another important result is the uniform convergence in (B.1).

**Proposition B.1** ([BGT87], Theorem 1.2.1) *If $l$ is slowly varying at $+\infty$ then*

$$\lim_{u \to +\infty} \frac{l(\lambda u)}{l(u)} = 1,$$  \hspace{1cm} (B.4)

*uniformly for $\lambda$ from a compact set in $(0, +\infty)$.
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